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1. Introduction

As of March 2010, 141 structures of protein–RNA complexes
with a molecular weight lower than 40 kDa have been deposited
in the Protein Data Bank (PDB). Of these structures, 52 were deter-
mined using classical NMR methodology [1–45] (Fig. 1) and two
consist of structural models generated by docking using sparse
NMR data [46,47]. This results in an estimated weight for the con-
tribution of NMR in the structure elucidation of protein–RNA com-
plexes to approach 40%. This by itself illustrates the important role
taken by NMR spectroscopy in elucidating structures of protein–
RNA complexes in this molecular weight range. This promises an
even more important role for NMR in structural biology in the fu-
ture considering the growing role played by protein–RNA interac-
tions in regulating gene expression.

Historically, the first NMR structure of a peptide–RNA complex
was determined in 1995 and consisted of the structure of a small
peptide (14 amino acids) bound to a 26-nucleotide (26-nt) RNA
stem-loop [31,43]. One year later, in 1996, the first structure of a
protein–RNA complex was solved by NMR. This was the structure
of the N-terminal RNA recognition motif (RRM) of the U1A protein
(100 amino acids) in complex with a 30-nt stem-loop RNA [2].
Since then a total of 52 structures of peptide–RNA and protein–
RNA complexes have been determined using NMR spectroscopy
(Fig. 1). This provides us with the opportunity to review what are
those structures, how they were determined and what did we learn
from them. The first part of the review (Sections 2.1–2.4) describes
what makes a good protein–RNA complex amenable for NMR
structure determination and how the appropriate solution condi-
tions can be obtained. The second part focuses more on the NMR
spectroscopy of these complexes (Sections 3.1–3.4) and how, from
the NMR spectra, one can derive a precise structure of a protein–
RNA complex (Section 3.5). This second part ends with a discussion
on the precision and accuracy of the resulting structures (Sec-
tion 3.6) and with a section on what can we learn from the few
dynamics studies of protein–RNA complexes performed using
NMR (Section 3.7). This review ends with a brief description of this
large ensemble of NMR structures and a discussion on how these
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NMR structures of protein–RNA complexes have impacted on the
field of structural and RNA biology (Sections 4.1–4.4).
2. How to get a protein–RNA complex sample for NMR
spectroscopy

2.1. Finding optimal protein and RNA constructs for NMR studies of
protein–RNA complexes

Before starting an NMR study of a protein–RNA complex, bio-
logical and biochemical knowledge of the complex is crucial. Most
RNA binding proteins (RBPs) are easily identifiable since they often
contain well-known RNA binding domains (RBDs). Finding the RNA
sequence that is specifically recognized by the protein of interest,
however, is often not trivial for several reasons. First, RBPs or RBDs
can recognize and bind RNA in a shape-specific, in a sequence-spe-
cific or even in a non-specific manner. Second, RNA molecules are
composed of only four different nucleotides and can form a variety
of secondary and tertiary structures that can be crucial for protein
recognition. Therefore, to study a protein–RNA complex by NMR, it
is of particular importance to understand the specificity of the
complex formation. The major challenge consists of identifying a
suitable RNA sequence that is bound both specifically and with suf-
ficient affinity by the protein. Although this identification does not
necessarily involve NMR or structural biology techniques, we think
that it is worth mentioning it because the success of the NMR study
strongly depends on this prior biological knowledge. The main
questions that one should address concerning NMR studies of a
protein–RNA complex are:

– What is the minimum protein domain necessary for RNA bind-
ing? Are RBDs sufficient for efficient RNA binding?

– Does the protein or the RBD bind single-stranded RNA (ssRNA)
or double-stranded RNA (dsRNA)?

– Is the interaction specific? If yes, is it shape-specific or
sequence-specific?

– In the case of a shape-specific complex, how does the RNA
structure influence the binding?

– In the case of a sequence-specific complex, which RNA sequence
is specifically recognized?

There are many techniques and methods used to identify pro-
tein–RNA complexes. Some of these techniques, such as protein–
RNA cross-linking, immunoprecipitation or affinity purification,
aim at the identification of natural RNA sequences specifically
bound by RNA binding proteins. Other techniques allow the defini-
tion of small RNA sequences selected from a large random pool of
sequences denoted aptamers that are bound with high affinity by
RNA binding proteins. In this case, the RNA sequence might not
be found in natural RNA targets (see Section 2.1.2) but this method
can provide a suitable sequence for structural analysis. Most NMR
structures of protein–RNA complexes have been solved using
natural RNA sequences, while in few other complexes, the RNA
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sequences used were aptamers derived from in vitro methods that
did not necessarily represent a natural RNA sequence (Table 1). Fi-
nally, in some cases, structures of a protein in complex with both a
natural target and an aptamer allow an understanding of the
molecular basis of the specificity and the affinity of the protein–
RNA complexes (see below).

2.1.1. Finding natural RNA substrate bound by RNA binding proteins
There are many strategies and techniques that allow the defini-

tion of a relatively short natural RNA sequence specifically recog-
nized by an RNA binding protein. Natural RNA sequences used
for NMR structure determination of protein–RNA complexes have
been mainly derived from two different strategies: either the use
of footprinting techniques that were initially developed for pro-
Table 1
Overview of the protein–RNA complexes solved by NMR.

Year PDB code Protein (aa) RNA (nt) MW (kDa) REF Type

1995 1MNB 14 24 10.6 [31] Pep–R
1BIV 17 24 10.9 [43] Pep–R

1996 1ETG 22 39 14 [6] Pep–R
1ULL 17 35 13.7 [41] Pep–R
1AUD 100 28 21.4 [2,3] Prot–

1998 1A4T 20 15 7.2 [7] Pep–R
– 22 19 8.9 [24] Pep–R
1A1T 55 17 13.7 [12] Prot–

1999 1EXY 16 32 12.8 [19] Pep–R
484D 17 27 11.1 [42] Pep–R
1D6K 94 37 22.7 [36] Prot–

2000 1QFQ 36 15 8.9 [33] Pep–R
1FNX 174 10 22.3 – Prot–
1EKZ 68 30 19.5 [32] Prot–
1F6U 55 19 12.6 [4] Prot–
1FJE 158 24 28 [1] Prot–
1DZ5 100 (�2) 44 38 [38] Prot–

2001 1HJI 15 15 8.1 [15] Pep–R
1G70 21 32 12.9 [16] Pep–R
1I9F 19 39 13.1 [44] Pep–R
1K1G 127 11 18.2 [26] Prot–

2002 1L1C 55 (�2) 31 21.5 [40] Prot–
2003 1NYB 22 24 10.3 [9] Pep–R
2004 1RGO 70 9 11.1 [18] Prot–

1T2R 119 5 15.4 [25] Prot–
1RKJ 158 21 28 [20] Prot–
1T4L 88 32 20.1 [39] Prot–
1U6P 56 101 39.1 [10] Prot–

2005 1ZBN 17 26 11 [8] Pep–R
2A9X 14 29 10.7 [23] Pep–R
1WWD 56 6 8.3 [13] Prot–
1WWE 56 7 8.5 [13] Prot–
1WWF 56 7 8.5 [13] Prot–
1WWG 56 6 8.3 [13] Prot–
2AD9 115 6 14.9 [28] Prot–
2ADB 145 6 18.2 [28] Prot–
2ADC 208 6 27.1 [28] Prot–
2C06 110 (�2) 5 13.4 [47] Prot–

2006 2CJK 166 9 21.6 [30] Prot–
2ERR 100 7 14.6 [5] Prot–
2I2Y 87 4 18.1 [17] Prot–
2ESE 81 23 18.9 [29] Prot–
2B6G 117 19 19.1 [21] Prot–
2HGH 87 55 27.8 [22] Prot–

2007 2FY1 108 21 19.5 [35] Prot–
2IHX 61 75 31 [45] Prot–
2JPP 70 (�2) 20 28 [34] Prot–
2JQ7 141 58 36 [46] Prot–

2009 2KDQ 14 27 11.1 [11] Pep–R
2RQ4 99 6 14.2 [37] Prot–

2010 2KH9 83 6 10.8 [27] Prot–
2KFY 102 6 13.4 [14] Prot–
2KG0 92 6 12.2 [14] Prot–
2KG1 105 6 13.5 [14] Prot–

a Pep–RNA: peptide–RNA complex, Prot–dsRNA: protein–double-stranded RNA comp
b SELEX: Systematic Evolution of Ligands by Exponential Enrichment, EMSA: ElectroM
tein–DNA complexes [48], or the use of RNA truncation and muta-
genesis combined with protein–RNA binding assays. The most
commonly used binding assay in studies of protein–RNA com-
plexes is the Electrophoretic Mobility Shift Assay (EMSA) [49,50].

The footprinting technique applied to protein–RNA complexes
is a protection assay based on the ability of an RNA binding protein
to protect RNA from cleavage by different ribonucleases (RNase) or
chemical cleavage agents. This technique generally allows for the
identification of the RNA binding site of a protein. The use of differ-
ent ribonucleases that specifically cleave nucleotides located in
single-stranded or double-stranded regions also allow the identifi-
cation of the secondary structures of the RNA bound by the protein.
For the NMR structure determinations of 15 protein–RNA com-
plexes, the RNA binding site or sequence was derived from
of complex a Source of RNA Method to derive the RNA sequence b

NA Natural Footprinting [414]
NA Natural Footprinting [414]
NA Natural RNA truncation + EMSA [53,54]
NA Aptamer SELEX [415,416]

dsRNA Natural Footprinting + EMSA [413]
NA Natural Footprinting [417]
NA Natural Footprinting [417]

dsRNA Natural Truncation + EMSA [418]
NA Aptamer SELEX [419]
NA Aptamer SELEX [420]

dsRNA Natural Footprinting [52]
NA Natural Footprinting [417]

ssRNA –
dsRNA Unnatural Designed [32]
dsRNA Natural Truncation + EMSA [418]
dsRNA Aptamer SELEX [68]
dsRNA Natural Footprinting + EMSA [413]
NA Natural Footprinting [417]
NA Natural RNA truncation + EMSA [53,54]
NA Natural RNA truncation + EMSA [53,54]

ssRNA Natural UV crosslinking + EMSA [421]
dsRNA Natural Mutagenesis + Genetic assays [422,423]
NA Natural Footprinting [417]

ssRNA Aptamer SELEX [67]
ssRNA Unnatural NMR + EMSA [403,404]
dsRNA Natural Footprinting [68]
dsRNA Natural Footprinting [398]
dsRNA Natural RNA Truncation + EMSA [55]
NA Natural Footprinting [414]
NA Natural Footprinting [414]

ssRNA Natural Chemical probing [385,424]
ssRNA Natural Chemical probing [385,424]
ssRNA Natural Chemical probing [385,424]
ssRNA Natural Chemical probing [385,424]
ssRNA Natural Mutagenesis + EMSA [56,425]
ssRNA Natural Mutagenesis + EMSA [56,425]
ssRNA Natural Mutagenesis + EMSA [56,425]
ssRNA Natural Cleavage of natural RNAs [426]
ssRNA Natural Mutation + UV cross-linking [427]
ssRNA Natural Splicing + SELEX [61]
ssRNA Aptamer SELEX [66]
dsRNA Natural EMSA + Fluorescence Polarization [402,428]
dsRNA Natural EMSA + Fluorescence Polarization [402,428]
dsRNA Natural Truncation + EMSA [429]
dsRNA Aptamer SELEX [35]
dsRNA Natural Mutagenesis + EMSA + ITC [430]
dsRNA Natural EMSA / SELEX [431,432]
dsRNA Natural Footprinting [51]
NA Natural Footprinting [414]

ssRNA Natural EMSA [433]
ssRNA Natural SIA [27]
ssRNA Natural RNA affinity assays [73]
ssRNA Natural RNA affinity assays [73]
ssRNA Natural RNA affinity assays [73]

lex, Prot–ssRNA: protein–single-stranded RNA complex.
obility Shift Assay, SIA: Scaffold-Independent Analysis.
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footprinting experiments (Table 1). For example, footprinting
experiments have been performed to define the RNA region of
the 23S ribosomal RNA (rRNA) bound by the protein L11 [51]. This
study showed that the addition of protein L11 induced the protec-
tion from RNase digestion of a small RNA fragment of 58 nucleo-
tides among the 2904 nucleotides of the 23S rRNA. This fragment
was then used to determine the structure of L11-23SRNA complex
[46]. Similarly, a 37-nt RNA fragment of the 5S rRNA (115 nucleo-
tides) was shown to be protected by the protein L25 [52]. This RNA
fragment was then used to solve the NMR structure of the L25-5S
rRNA complex [36].

The second strategy to identify natural RNA sequences recog-
nized by proteins uses RNA truncation and mutagenesis together
with binding assays. In this case, a long natural RNA sequence is
truncated into various, sometimes overlapping, small fragments.
Each fragment is then tested for binding to the protein of interest.
Such an approach has been used to define the minimal RNA se-
quence recognized by the human immunodeficiency virus (HIV)
Rev (regulator of viral expression) protein [53]. Rev binds an
RNA segment of 367 nucleotides, termed Rev Response Element
(RRE) that is thought to adopt a highly ordered structure com-
posed of stem-loops [54]. By truncating this RNA fragment into
13 different sub-fragments and testing the binding of the Rev
protein to each of them using EMSA, a small 40-nucleotide frag-
ment that is sufficient for Rev binding could be identified [53].
This fragment was then used to solve the NMR structure of the
HIV Rev–RRE complex [6]. The minimal region of the moloney
murine leukemia virus (MoMuLV) W-RNA bound by the nucleo-
capsid (NC) protein was also determined by RNA truncation
experiments combined with EMSA [55]. This RNA is 350-nucleo-
tides long and contains a central portion of 102 nucleotides that
forms three stem loops connected by short linkers. The 102-
nucleotide segment was truncated into 8 different and overlap-
ping fragments and their binding to the NC protein was tested
by EMSA. In this case, however, the study showed that the full
102-nucleotide fragment is necessary for high affinity binding
to the protein NC [55]. This full RNA fragment was therefore used
to solve the structure of the NC-WRNA complex [10]. Creating
mutants of the RNA sequence combined with binding assays also
allows one to gain insights into the specificity of the interaction
and therefore helps in defining a suitable RNA sequence for
NMR analysis. EMSA and ultraviolet (UV) crosslinking experi-
ments have shown that the protein PTB (Polypyrimidine Tract
Binding protein) binds RNA sequences containing a CUCUCU mo-
tif and that binding is abolished when this motif is mutated [56].
The CUCUCU RNA was therefore used to solve the NMR structure
of PTB in complex [28].

Recently, a novel in vivo method has been developed to iden-
tify natural RNA targets of RNA binding proteins using high-
throughput technologies [57,58]. This method, called CLIP (UV
Cross-Linking and Immunoprecipitation assay), is based on the
ability of UV irradiations to induce the formation of covalent
bonds between proteins and RNAs when interacting ([59] and
references therein). UV cross-linking can be performed on cellu-
lar or nuclear extracts to identify natural sequences bound by
RNA binding proteins. The sequences obtained are then com-
pared to define the RNA binding sequence motif of the protein
of interest. CLIP experiments have been performed to identify
RNA substrates of many RNA binding proteins and in particular
of Fox-2 [60]. The RNA sequences retrieved from CLIP experi-
ments identified a consensus sequence, UGCAUG, that corre-
sponds exactly to the sequence identified by SELEX (see next
Section) and was used to solve the NMR structure of the complex
[5,61]. This indicates that CLIP has a high potential for identifying
natural RNA binding sequences suitable for NMR investigation of
protein–RNA complexes.
2.1.2. Finding high-affinity RNA aptamers bound by RNA binding
proteins

The main technique to identify RNA aptamers bound by RNA
binding proteins is the Systematic Evolution of Ligands by Expo-
nential Enrichment (SELEX) approach. SELEX is an in vitro method
that was developed in 1990 in two independent laboratories
[62,63]. It allows the identification of small DNA or RNA sequences
that bind with high affinity to nucleic acid binding proteins. The
main principles as well as the advantages, limitations and applica-
tions of this method have been recently reviewed [64,65]. In brief,
the SELEX method applied to protein–RNA complexes consists of
creating a random RNA oligonucleotide library that possesses a
central random sequence (between 20 and 80 nucleotides). The
binding of the protein of interest to this pool of RNA molecules is
performed in an iterative manner until a small number of RNA se-
quences bound by the protein can be identified. Generally, be-
tween 5 and 20 rounds of selection are needed to identify a good
RNA binding consensus sequence. Commonly, about 50 sequences
are analyzed using sequence alignment and secondary structure
prediction algorithms. The sequence alignment allows the defini-
tion of a high affinity RNA binding motif for the protein of interest,
while the secondary structure prediction defines if the protein
binds preferentially RNAs embedded in particular secondary struc-
tures. Further studies, such as RNA binding assays are then per-
formed in order to quantify the SELEX results.

The SELEX method is a powerful tool for identifying RNA se-
quences specifically recognized by proteins or protein domains.
Therefore, an RNA binding sequence identified by SELEX provides
a good starting point for the NMR investigation of a protein–RNA
complex. RNA sequences derived from SELEX experiments are also
useful to identify natural RNA targets of a specific RNA binding
protein. Numerous protein–RNA complexes have been solved
using RNA sequences initially derived from SELEX that also match
perfectly natural sequences. For example, SELEX experiments have
been performed to define a RNA binding consensus sequence for
the splicing factors 9G8 and SRp20 and also to identify natural tar-
gets for both proteins [66]. This information was used to solve the
NMR structure of SRp20 in complex with RNA [17]. Similarly, SE-
LEX experiments helped identify RNA binding sequences for Tis11d
that matched perfectly natural sequences identified previously
[67] and could be used to solve the NMR structure of Tis11d in
complex with RNA [18]. Again, the structure of Fox-1 in complex
with RNA was solved using an RNA sequence initially derived from
SELEX [5]. Subsequently, both the SELEX results and the structural
work [61] allowed the identification of many natural pre-messen-
ger RNA (pre-mRNA) targets of Fox-1 [60].

Nonetheless, SELEX results can also differ from natural RNA se-
quences. This can be due to the fact that either the natural RNA se-
quence was not represented in the pool of random RNA sequences
used for the SELEX procedure, or that the SELEX-derived RNA apt-
amer has a stronger affinity for the protein than the natural RNA.
Three NMR structures of the HIV Rev peptide in complex with
RNA have been solved using either a natural RNA target [6] or
two different RNA aptamers derived from SELEX experiments
[41,42]. The three RNAs adopt a stem-loop structure but have dif-
ferent nucleotide sequences and structural features (Fig. 2A). A
striking difference in these structures is that the Rev peptide
adopts an a-helical conformation when bound to the natural or
the Class I SELEX sequences but adopts an elongated conformation
when bound to a Class II RNA sequence. These structural differ-
ences were explained by the ability of arginine-rich peptides to un-
dergo adaptive folding transitions correlated to the structural
properties of the bound RNA [42]. Another interesting example
illustrating the difference between natural RNA sequence and
aptamers derived from SELEX concerns the protein nucleolin. In
this case, natural RNA sequences bound by nucleolin were identi-
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Fig. 2. Example of discrepancy between natural RNA sequences and SELEX-derived RNA sequences. (A) RNA sequences used to solve the NMR structures of the HIV Rev–RRE
complexes [6,41,42]. Nucleotides in red, bold and underlined are contacting the peptide. (B) RNA sequences used to solve the NMR structures of the nucleolin–RNA complexes
[1,20]. Nucleotides in red, bold and underlined adopt a loop E conformation. Figures were generated with molmol [470].
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fied by footprinting experiments and aptamer RNAs were derived
from SELEX experiments [68]. Both approaches identified RNAs
adopting a stem-loop structure with a highly conserved loop se-
quence. The nucleotides forming the stem, however, differ be-
tween the two RNAs (Fig. 2B). The affinity of nucleolin for these
two RNAs is very different (dissociation constants of 1.9 nM for
the SELEX RNA and of 1.1 lM for the natural RNA). The structures
of the two N-terminal RRMs of nucleolin bound to the SELEX RNA
[1] and to the natural RNA sequence [20] were solved by NMR. The
overall structural features in both complexes are the same and the
intermolecular contacts are also almost identical. However, differ-
ences were observed in the contacts of nucleolin to the top of the
RNA stem. In the SELEX RNA, the RNA structure adopts a loop E
motif that is recognized by the protein. This structural feature is
absent in the natural RNA. This structural difference of the two
RNAs explains the large difference of affinity between these two
related complexes.

2.1.3. Optimizing the RNA target of a protein–RNA complex for its NMR
study

The methods described above are very powerful to identify RNA
sequences that are bound both specifically and with high affinity
by an RNA binding protein. However, these two methods generate
an ensemble of RNA sequences and, in many cases, the derived
consensus motif is degenerate. One example of such degeneracy
was observed for the protein ASF/SF2 ((alternative splicing fac-
tor/splicing factor 2) that contains two RNA binding domains. SE-
LEX experiments using a protein construct containing both RBDs
identified two consensus sequences, RGAAGAAC and AGGACR-
RAGC (where R indicates a purine), while SELEX experiments using
a protein construct containing only the first RBD of ASF/SF2 identi-
fied a different RNA sequence, ACGCGCA [69]. The RNA consensus
recognized by the protein NOVA is another example of a degener-
ate sequence that can be identified by such methods. In this case,
both SELEX and CLIP methods identified an RNA consensus se-
quence recognized by the RNA binding protein NOVA as YCAYY,
where Y indicates a pyrimidine [57,70]. In addition, these methods
generate rather long RNA sequences containing a generally short
consensus motif. For NMR studies, it is important to identify the
minimum RNA sequence that provides both high affinity and spec-
ificity to the protein of interest. Furthermore, based on our experi-
ence, high affinity RNA sequences do not necessarily provide NMR
spectra of the best quality. Therefore, the study of protein–RNA
complexes by NMR often needs optimization in order to define
the optimal RNA binding sequence for structural investigation.

2.1.3.1. Scaffold-Independent Analysis (SIA) of RNA–protein interac-
tions. The scaffold-Independent Analysis of RNA–protein interac-
tions was developed in 2007 by Ramos and coworkers [71]. This
method aims at elucidating the binding specificity of protein–
RNA complexes by NMR at the single nucleotide level and makes
use of synthetic randomized RNA sequences. Ramos and coworkers
successfully used this method to decipher the RNA binding speci-
ficity of the KH (heterogeneous nuclear ribonucleoproteins
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(hnRNP) K homology) domain of the protein Nova [71]. Assuming a
RBD that binds a tetranucleotide RNA, 16 randomized RNAs are
synthesized. For each RNA, one position (1–4) is occupied by A,
G, C or U and the three other positions are occupied by a random-
ized mixture of the four bases (for example position 1 analysis was
composed of four RNAs with sequences ANNN, GNNN, CNNN and
UNNN, where N is a mixture of the four nucleotides). Using
15N–1H heteronuclear single quantum coherence (HSQC) NMR
spectra, each of these RNAs was tested for binding to the protein
of interest by following chemical shift perturbations of the protein
amide NH resonances upon RNA titration up to a protein:RNA ratio
of 1:4. The amplitude of the chemical shift changes as a function of
the RNA sequence was then used to rank the preference of the pro-
tein for a specific nucleobase at a specific position. The main
advantage of this method is that the analysis is directly performed
by NMR and therefore, the quality of the spectra is directly as-
sessed for each protein–RNA complexes. The drawbacks, however
are that the exact number of nucleotides necessary for protein
binding must be guessed prior to the SIA analysis and that this
method requires the synthesis of a large number of degenerate
RNA sequences and can be costly. In addition, this approach can
be used only for very small RNA sequences since the number of
RNAs to be tested is four times higher than the number of nucleo-
tide positions under investigation. This approach has been very re-
cently used for the determination of a protein–RNA complex [27].
The protein Prp24 (precursor RNA processing 24) possesses 3 RNA
recognition motifs and specifically recognizes the U6 ribosomal
RNA. Using SIA, Butcher and coworkers identified the optimal se-
quence recognized by Prp24 RRM2 as GAGA, a sequence that is nat-
urally present in the U6 RNA, and therefore solved the structure of
Prp24 RRM2 in complex with AGAGAU [27].
2.1.3.2. Further refinement of protein–RNA complexes. To optimize a
protein–RNA complex for NMR studies, three main aspects are of
particular importance: the stability of the complex, the quality of
the NMR spectra, and the presence of intermolecular Nuclear Over-
hauser Effects (NOEs) that are essential for the structure calcula-
tion of the complex (see Sections 2.4 and 3.2).

When the protein binds double-stranded RNA, the stability of
the RNA structure is crucial. Therefore, both the length and the
base composition of the RNA need to be optimized. Often, RNA
binding proteins or domains specifically bind an RNA sequence
that forms a stem-loop structure corresponding to a loop sur-
rounded by sequences that self-complement and form an A-form
helix. In this case, an optimization of the sequence and the length
of the stem structure can increase its thermal melting temperature
and lead to a better stability of the complex. For example, initial
NMR studies of the complex between the protein RsmE (regulator
of secondary metabolism E) and its 12-nucleotide natural RNA tar-
get showed that this RNA sequence does not form a free stable
stem-loop structure in solution [34]. Therefore, the RNA sequence
was extended by four G-C base-pairs in order to enforce an initial
stable stem-loop structure [34]. In cases where the protein is
known to bind the stem but not the loop, the loop sequence was
also often optimized to stabilize the fold of the RNA. This strategy
has been used to solve the NMR structure of the L25-5S rRNA com-
plex [36]. In this case, it was known that the protein L25 binds an
internal loop within a stem region but not the apical loop [52]. The
natural apical loop was therefore replaced by a highly stable UUCG
tetraloop in order to stabilize the structure of the RNA [36]. In an-
other study, the third double-stranded RNA binding domain
(dsRBD3) of the protein Staufen was assumed to bind double-
stranded RNA in a non-specific manner. Therefore, an optimal
RNA sequence containing a highly stable UUCG tetraloop was de-
signed in order to solve the structure of the complex [32]. Quite
surprisingly, contacts of the dsRBD to the loop were then observed
in the structure.

In the case of RNA binding proteins or domains that specifically
bind single-stranded RNA, different lengths of RNA can be tested.
Although the consensus sequence is often only a few nucleotides
long, flanking nucleotides that are not specifically recognized,
might influence and increase the stability of the complex. One
way to optimize the length of the RNA is to perform chemical shift
perturbation experiments with RNAs of different length. The
length of the RNA can also, in certain cases, modify the NMR spec-
tral quality of a protein–RNA complex. For example, in the NMR
study of the complex between the RRMs of PTB and their CUCUCU
RNA target, the RNA was bound by the RRMs in two registers due
to the fact that the RNA contains two UCU motifs leading to line
broadening in the RNA resonances and two sets of intermolecular
NOEs that could not be accommodated by a single structural model
[28]. Therefore, shorter RNA sequences with lower affinity for the
protein were tested and a CUCU RNA gave intense intermolecular
NOEs that corresponded to one single conformation of the complex
[72]. Furthermore, consensus RNA sequences derived from SELEX
experiments are often degenerate. Therefore, different sequences
should be tested to optimize the NMR spectral quality. For exam-
ple, SELEX experiments using the protein SRp20 defined a consen-
sus sequence (A/U)C(A/U)(A/U)C [66]. To solve the NMR structure
of SRp20 in complex with RNA, a total of 13 different RNA se-
quences were tested by NMR 15N–1H HSQC for the protein and
1H–1H-TOCSY (Total Correlation SpectroscopY) for the RNA [17].
This analysis identified the RNA sequence CAUC as the optimal se-
quence for obtaining good NMR spectral quality for both compo-
nents of the complex and was therefore used for the structure
determination of the complex [17]. We have often observed that
a single nucleotide modification directly at the binding interface
with the protein can improve the spectral quality of the complex,
without necessarily modifying the affinity of the complex. For
example, in the case of the protein hnRNP F that specifically binds
G-tract RNA [73], we observed many intermolecular NOEs between
the RRMs of hnRNP F and the sequence AGGGAU that could not be
observed with the sequence CGGGAU, even though this first nucle-
otide is not specifically recognized by the protein, possibly because
purines have better stacking properties than pyrimidines (Fig. 3)
[14].

2.2. Protein production

NMR is an insensitive technique that requires milligram
amounts of macromolecules leading to NMR samples at high con-
centration (optimally in the millimolar range). RNA binding pro-
teins or domains must therefore be obtained in large amounts
with the possibility of using isotope labeling. Many reviews have
addressed this issue in detail (see for example [74,75]). Here, we
will briefly discuss the main steps and issues that have been used
in the case of RNA binding proteins or domains.

2.2.1. Domain boundaries
Most RNA-binding proteins consist of modules called RNA bind-

ing domains together with other modules specific to their func-
tions (protein–protein interaction module, catalytic module, etc.).
Due to the size limitation for successful NMR and the fact that
RBDs are often sufficient for the RNA binding ability, it is common
to use a modular approach consisting of studying isolated RBDs in
complex with RNA instead of the full-length protein. There are
many known RBDs, such as the RRM, the dsRBD, or the KH domain
(for reviews, see [76,77]). In order to study these domains in isola-
tion, a crucial step is to identify the boundaries of the domain, that
is, defining the minimum protein sequence that can adopt a proper
folded structure and that is able to bind RNA.
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If the structure of such a domain is not known, bioinformatics
tools can be used to identify the domain boundaries. The most fre-
quently used tools are the search of amino acid conservation
through multiple sequence alignment, the prediction of secondary
structures and the analysis of the hydrophobicity profile of the
amino acid sequence. Currently, many methods to predict domain
boundaries are available (for more details, refer to [78]). The accu-
racy of the predictions highly depends on the prior knowledge of
the domain under investigation. Another approach for defining do-
main boundaries consists of creating numerous protein constructs
with different length and then testing of their RNA binding proper-
ties using an RNA binding assay such as EMSA, isothermal titration
calorimetry (ITC), surface plasmon resonance (SPR), or NMR titra-
tion experiments.

Previously solved structures of similar RNA binding domains
can be very helpful for defining the domain boundaries using se-
quence alignments tools between the protein of interest and the
protein for which the structure was solved. However, in some
cases, it was shown that small RNA binding domains contain addi-
tional structural features that are important for the proper folding
of the domain or for the RNA binding capability that could not be
predicted based on previously solved structures. The RRM is com-
posed of a well-known b1a1b2b3a2b4 fold that could be used to pre-
dict the domain boundaries for NMR studies of novel RRMs.
However, it was later shown that RRMs can contain supplementary
secondary structures that are important for proper folding or RNA
binding. For example, the structure of the U1A RRM in complex
with RNA showed that this domain possesses an additional helix
a3 at its C-terminus that interacts with the b-sheet surface of the
RRM in its free form but rotates away from the b-sheet when the
RRM is in complex with RNA [2]. Although this helix is not directly
involved in RNA binding, it was proposed that its repositioning al-
lows the formation of a hydrophobic core that can stabilize the do-
main. Later, the NMR structure of U1A RRM in complex with a
natural RNA containing two U1A binding sites showed that this
additional helix induces the dimerization of two U1A RRMs and
is crucial for stabilizing the ternary complex [38]. Similarly, the
protein PTB contains four RRM domains. NMR structures of these
domains both free and in complex with RNA showed that two
RRMs of PTB (RRM2 and 3) possess an additional b-strand (b5) at
their C-terminus extending the b-sheet surface [28,79,80]. Interest-
ingly, this additional b-strand in PTB RRM3 is involved in RNA rec-
ognition allowing the binding of two additional nucleotides [28].
The dsRBD adopts a canonical abbba fold [32,81,82]. The NMR
structure of the dsRDB of the protein Rnt1p in complex with RNA
identified an additional a-helix at the C-terminus that is important
for stabilizing the fold of Rnt1p dsRBD [39,83]. Therefore, the def-
inition of domain boundaries based on previously solved structures
of similar domains might lead to truncated domains that are insol-
uble or do not bind RNA. In these cases, bioinformatic approaches
and RNA binding assays can be used.

2.2.2. Cloning and expression of RNA binding proteins
In the cases of small RNA binding peptides, chemical synthesis

has been used to obtain high amounts of peptides
[8,11,23,31,41,43]. This method, however, makes obtaining isotopi-
cally labeled peptides rather expensive. Therefore, the most com-
mon way of producing peptides and proteins for NMR studies is
the use of recombinant DNA technology and bacterial expression.
For NMR purposes, this strategy has a major advantage because it
allows the production of isotopically labeled molecules by growing
bacteria in a medium free of natural nitrogen and carbon sources
but supplemented with isotopically labeled chemical compounds
(generally, 15N labeled ammonium chloride, and 13C6-glucose). In
addition, it is possible to obtain deuterated proteins by growing
bacteria in a medium containing D2O instead of H2O.

When expressing proteins in bacteria, especially eukaryotic
proteins, one needs to take account of certain aspects in order to
obtain proteins in high quantities and in soluble form. The codon
usage in eukaryotes and prokaryotes is different. Prokaryotes con-
tain less transfer RNAs (tRNAs) than eukaryotes and therefore do
not recognize all codons. These specific codons are termed ‘‘rare
codons’’ and can be identified using bioinformatic tools. To over-
come this problem, two main approaches have been used. First,
site-directed mutagenesis can be used to replace rare codons by
usual codons that encode the same amino acid but that are recog-
nized by the bacterial translation machinery. This strategy was ap-
plied for determining the structure of the Moloney Murine
Leukemia virus NC protein in complex with different RNA targets
[10,13]. Another approach is to supplement bacterial strains with
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tRNAs that recognize these rare codons. Currently, there are com-
mercially available bacterial strains that contain the genes of
tRNAs that are specific for rare codons. This second approach is
used most frequently and often leads to a significant improvement
of the protein expression yield. Many RNA binding proteins have
been expressed in such bacterial strains [17,29,34,39,45].

Protein solubility is another important issue that can cause
problems. It is not unusual that eukaryotic proteins become insol-
uble when expressed in isolation in bacteria. This problem can be
due to many reasons. Most proteins are never isolated in cells
but always in complex with their partner, such as RNA for RNA
binding proteins. Consequently, the isolation of the protein might
expose hydrophobic residues that are otherwise buried in the com-
plex. Some proteins can also be harmful for the bacteria and there-
fore, as a defense mechanism, bacteria often incorporate the
overexpressed protein into inclusion bodies, an aggregation of pro-
teins. There are many ways to improve the solubility of a protein
during bacterial expression. The simplest approach is to grow bac-
teria at lower temperature, which slows down the production of
proteins but often leads to a higher amount of soluble proteins. An-
other approach is to express the protein of interest as a fusion with
a solubility enhancement tag (SET). Many SETs have been de-
scribed and consist of very soluble protein domains (for more de-
tails, see [84]). For example, two commonly used SETs are the
maltose binding protein (MBP) and the streptococcal B1 immuno-
globulin-binding domain of protein G (GB1) [85]. The DNA se-
quence coding for the SET is inserted in the plasmid between the
promoter and the DNA coding for the protein of interest resulting
in the expression of a fusion protein where the SET and the protein
of interest are separated by a short linker. These tags are highly sol-
uble and in many cases, fusion proteins containing SETs become
soluble during bacterial expression and purification. A GB1 tag
has been used, for example, to obtain a soluble fraction of the pro-
tein SRp20 that was otherwise highly insoluble [17]. The drawback
of using solubility enhancement tags is that, since they often con-
sist of protein domains, additional NMR signals are present in the
NMR spectra, adding to the complexity of spectral analysis [85].
To circumvent this problem, a protease cleavage site can be in-
serted between the SET and the protein of interest allowing the
separation of the protein from the tag. However, removing the
SET often results in a loss of solubility of the protein of interest
[17]. An alternative is to use a segmental isotope labeling approach
[86] that makes use of the properties of inteins to ligate two poly-
peptide chains (for more details, see [87]). Using this technique, it
was possible to attach an ‘‘NMR invisible’’ solubility enhancement
tag to a protein of interest. Since the protein is not soluble without
SET, the strategy adopted was to express the protein of interest as a
fusion protein with a SET attached at its C-terminus, the two do-
mains being linked by a protease cleavage site. Segmental isotope
labeling was then used to ligate an unlabeled SET at the N-termi-
nus of the isotopically labeled protein. This was then followed by
cleaving the labeled C-terminus SET using a protease and separat-
ing the protein of interest fused to the unlabeled SET from the
cleaved labeled SET by further purification steps [86].

Another method to obtain soluble proteins is to purify and re-
fold insoluble proteins from inclusion bodies, using purification
procedures under denaturing conditions followed by refolding
steps. This method has been used to solubilize the RNA binding
protein L25 [36]. Similarly, a protein construct containing the
two N-terminal RRMs of the protein nucleolin was purified under
denaturing conditions and refolded at a later stage [1]. Another
similar approach was used to express the protein TIS11d that con-
tains two zinc-fingers [18]. In this case, the protein expression was
induced by adding isopropyl b-D-thiogalactopyranoside (IPTG) sup-
plemented with ZnSO4. The protein was then purified under dena-
turing conditions, lyophilized in a non-denaturing buffer and
refolded by titrating ZnSO4 and monitoring the refolding by circu-
lar dichroism [18].

An interesting example for the expression of RNA binding pro-
tein is the case of the protein Kid. Kid is a bacterial toxin that is
harmful for bacteria. In order to obtain this protein in Escherichia
coli (E. coli), the protein Kid was co-expressed with its partner,
the antitoxin Kis protein that neutralizes the toxic effect of Kid.
After cell lysis, the proteins were purified and separated [47].

2.2.3. The cell-free in vitro system
The bacterial expression system is the simplest system and the

most common way used to produce proteins in large quantities.
However, certain proteins or domains cannot easily be obtained
soluble and in high amount using this system. An alternative of
the bacterial expression is to use a cell-free in vitro system that
was optimized for obtaining high amounts of proteins by Yokoy-
ama and coworkers [88,89]. Detailed descriptions and advantages
of this method have been previously reviewed (for example, see
[90,91]). This in vitro method of protein production uses a coupled
transcription/translation reaction. As for in vivo expression using
E. coli, the DNA encoding the protein of interest is cloned into an
expression vector. In this case, however, the reaction consists of
mixing the plasmid DNA with a cell extract (generally from
E. coli), a suitable RNA polymerase, magnesium chloride, creatine
phosphate, creatine kinase, the four different nucleotides, and the
20 different amino acids. The use of cell-free in vitro protein syn-
thesis, often allows the expression of soluble proteins that are
either not expressed or are insoluble in the E. coli expression sys-
tem. Another advantage of this method is that it allows for specific
labeling of certain amino acids of the protein. This can be very
advantageous in cases of large protein–RNA complexes. The use
of cell-free in vitro protein synthesis was used very recently to help
solving the NMR structure of the third RRM domain of the CUG
binding protein 1 (CUG-BP1) in complex with RNA [37].

2.2.4. Purification of RNA binding proteins
Purification strategies for RNA binding proteins depend on the

properties of the proteins such as their isoelectric point and their
molecular weight. Many RNA binding proteins have been purified
using a combination of ion exchange chromatography and size-
exclusion chromatography [2,12,18,22,36,46].

Alternatively, purification tags have commonly been used in the
purification of RNA binding proteins from the bacterial proteome.
In this case, the DNA coding for the protein of interest was cloned
into a plasmid containing an N-terminal or a C-terminal purifica-
tion tag. The most commonly used tags have been the poly-histi-
dine tag [1,5–7,9,15–17,19,25,26,28,29,33–35,37,42,44,47] and
the glutathione S-transferase (GST) tag [10,13,21,24,32,39,40,45].
The fusion protein overexpressed in E. coli could then be purified
by affinity chromatography using resins containing covalently
bound metal ions (nickel or cobalt) in the case of poly-histidine
tags or glutathione affinity matrix in the case of GST tags. After
affinity purification, fairly pure fractions of fusion proteins are gen-
erally obtained. Because the poly-histidine tag is rather small (a
few amino acids), it is not crucial to cleave off the tag as long as
the tag does not influence the RNA binding properties of the pro-
tein [1,5,17,28,29,34,35]. Alternatively, the affinity purification
tag can be separated from the protein of interest. In the case of
small peptides, removal of the affinity purification tag was often
achieved using cyanogen bromide that specifically hydrolyzes pep-
tide bonds C-terminal of methionines [7,9,15,16,19,33,42,44]. In
the case of protein domains that often contain internal methio-
nines, other methods for cleavage are generally used and involve
specific proteases. Three proteases have been mainly used in the
case of RNA binding proteins. These are thrombin that specifically
recognizes a Leu-Val-Pro-Arg-Gly-Ser segment and cleaves the
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peptide bond between the arginine and the glycine [24,30,39,40],
the tobacco etch virus (Tev) protease that specifically recognizes
a Glu-Asn-Leu-Tyr-Phe-Gln-Gly and cleaves between the gluta-
mine and the glycine [21,25,26,37], and the PreScission protease
that specifically recognizes a Leu-Glu-Val-Leu-Phe-Gln-Gly-Pro
segment and cleaves between the glutamine and the glycine
[10,13,45]. In these cases, during cloning, the DNA sequence encod-
ing for a thrombin, a Tev or a PreScission cleavage site was inserted
between the fused tag and the peptide of interest. After cleavage,
the protein of interest was then separated from the tag using again
an affinity chromatography (in this case, only the tag is retained by
the resin) or further purification steps such as ion exchange or size-
exclusion chromatography. Finally, the protein can be dialyzed
against a buffer suitable for NMR analysis and concentrated.

2.2.5. Ribonuclease activity
Since the protein of interest will be studied in complex with

RNA, it is very important, before mixing the protein and the RNA,
to test whether the protein sample possesses RNase activity. The
effect of RNases is highly dependent on the RNA sequence and
structure used in the study, the protective effect of the protein
for the RNA, and the affinity of the protein for the RNA. Generally,
structured RNAs, such as those forming stem-loop structures, are
less prone to degradation than small single-stranded RNAs. Fur-
thermore, single-stranded RNAs that bind proteins with high affin-
ity are generally less prone to degradation than RNAs that bind
proteins with low affinity. Therefore, traces of RNases in the sam-
ple solution do not necessarily hamper the NMR study.

Bacteria used to overexpress the protein of interest contain
many RNases that sometimes cannot be removed by protein puri-
fications. For example, it was reported that for the NMR study of
the complex between the protein LicT and its target RNA, RNase
activity could not be eliminated and NMR samples were therefore
stable for only a few days in the NMR spectrometer [40]. RNase
inhibitors can be added into the final buffer to slow down the deg-
radation of the RNA during NMR measurements [21,29]. Our expe-
rience also showed that additional protein purification steps are
sometimes very effective for eliminating the RNase activity of the
sample. For example, in the NMR study of the SRp20-RNA complex,
three consecutive NiNTA purification steps were necessary in order
to eliminate RNase activity [17]. To test the presence of RNase
activity in the sample, RNase activity tests are commercially avail-
able using a cleavable fluorescent-labeled RNase substrate. RNase
activity can also be measured by NMR. In this case, the formation
of degradation products over time can be assessed using 2D
1H–1H-TOCSY spectra (generally by following the pyrimidines
H5-H6 cross-peaks).

2.3. RNA production

2.3.1. RNA synthesis
RNA can be synthesized in three different ways depending on

the length and the requirements for isotope labeling: chemical
synthesis, in vitro enzymatic transcription and in vivo production
of RNA (see Fig. 4A). Chemical synthesis is the method of choice
for preparing small RNAs, as in vitro enzymatic synthesis of RNAs
smaller than 10 nucleotides has been reported not to be successful
[18], except in one case [30]. Chemical synthesis of RNA is reported
for RNAs up to 80 nucleotides [92–94]. However, low yields and
high costs for larger RNAs make the chemical synthesis suitable
only for short RNAs (<20nt). A unique advantage of chemical syn-
thesis is the possibility of introducing modified nucleotides at de-
sired positions. For example, introduction of thiouridines at
specific positions in a RNA allows the attachment of nitroxide
spin-labels for measuring paramagnetic relaxation enhancement
(PRE) [95]. Also a protocol for synthesizing short RNAs, that are
selectively 13C labeled on sugar carbons has been developed [96]
and used to solve the structure of several protein–RNA complexes
[5,14,28,29,35], but unfortunately isotope labeled phosphoami-
dites are not yet commercially available.

In vitro enzymatic transcription using SP6, T3 or T7 RNA poly-
merases is the most widely used method for the production of
RNAs larger than 12 nucleotides [97–100]. The possibility of incor-
porating commercially available 13C, 15N or even partially 2H la-
beled nucleoside triphosphates (NTPs) allows production of RNAs
suitable for heteronuclear multidimensional NMR [101–105].
Wijmenga and coworkers produced enzymatically NTPs, which
are stereo-specifically deuterated on the 10, 30, 40 and 500 positions
and 13C labeled on all sugar positions. This approach allowed for
the stereo-specific assignment of the H50 resonances, a reduction
of spectral crowding and resulted in line narrowing compared with
spectra of 13C labeled non-deuterated RNA [103].

T7 RNA polymerase can be obtained commercially or produced
in-house by overexpressing a His-tagged T7 RNA polymerase in
E. coli [106]. Transcription reactions must be first optimized on
small scale reactions by changing concentrations of MgCl2, DNA,
NTPs and T7 RNA polymerase and testing the influence of the addi-
tion of pyrophosphatase and/or guanine monophosphate (GMP).
The best condition can be scaled-up to a large scale reaction of
for example 10 ml, which yields typically around 500 nmol of
RNA. Transcription using T7 RNA polymerase can be performed
from chemically synthesized double-stranded DNA templates or
from linearized plasmids. Since only the 18 nt T7 promoter on
the top-strand is sufficient for transcription, the same top-strand
can be used for any transcription. However, it has been observed
that higher yields are obtained when fully double-stranded DNA
is used [107]. The first nucleotide, which is incorporated, must be
a guanine. Transcription efficiency is highly dependent on the
starting six nucleotides. Excellent starting sequences are GGGAGA,
GGGAUC, GGCAAC or GGCGCU [99]. Besides the 50 sequence
requirements, another drawback of T7 in vitro transcription is the
30 and 50 inhomogeneity. More than 30% of untemplated 50 nucle-
otides have been observed for sequences starting with 4–5 consec-
utive guanines, whereas a sequence starting with GCG showed no
detectable 50 inhomogeneity [108]. More severe is the 30 inhomo-
geneity, where up to 6 additional nucleotides can be added. An
overview of several methods to overcome 50 and 30 inhomogeneity
is presented in Fig. 4B.

The problem of 30 and 50 inhomogeneity can be circumvented by
incorporation of a ribozyme sequence in cis, which cleaves co-trans-
criptionally leading to an homogenous 50-hydroxyl or a 20,30-cyclic
phosphate end [105,109]. Concerning 50-inhomogeneity, hammer-
head ribozymes are interesting because they have no sequence
requirements [100]. When placed 50 to the RNA of interest, they allow
cleavage of the RNA with MgCl2 as cofactor almost to completion
[100,110]. Concerning 30-inhomogeneity, the hepatitis delta virus
(HDV) RNA ribozyme, that has no sequence requirements [111,112],
or the Neurospora Varkud satellite (VS) ribozyme that has minimal se-
quence requirements (VS will cut efficiently after any nucleotide
other than cytosine) can be efficiently used [110,113]. It has been
shown that hammerhead ribozymes [114] and VS ribozymes [110]
can be added in trans saving isotope labeled NTPs that otherwise
would be used to produce the ribozyme incorporated in cis.

In addition to ribozymes, DNAzymes have been developed by
in vitro evolution as engineering tools [115–117]. The 10–23 family
of DNAzymes cleaves between a purine and a pyrimidine, which is
the only sequence requirement. Cleavage results in a 50-hydroxyl
group and a 20,30-cyclic phosphate similarly to small ribozymes.
Moreover, it has been shown that RNAs can be cleaved sequence-
specifically by RNase H, when the RNA of interest is hybridized
with a 20-O-methyl-RNA/DNA chimera [118,119]. In contrast to
ribozyme and DNAzyme mediated RNA cleavage, RNase H pro-



Fig. 4. RNA production. (A) RNA synthesis can be performed either by chemical synthesis, in vitro transcription or in vivo RNA production. (B) Methods for generating
homogenous 50- and 30-termini. (C) Methods for preparative RNA purification. (D) Segmental isotope labeling of RNA: for proper ligation, a 30-hydroxyl on the acceptor
fragment and a 50-monophosphate on the donor fragment are required. Ligation can be performed with either T4 DNA ligase and a DNA or 20-O-methyl RNA/DNA chimera or
with T4 RNA ligase.
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duces 50-monophosphates and 30-hydroxyl groups. Another ap-
proach is the use of a DNA template strand for transcription, in
which the two 50 nucleotides are modified with C20-methoxyls.
This dramatically reduced 30-end inhomogeneities [120].
A third method used to produce RNA for NMR studies was re-
cently developed by Dardel and coworkers by producing RNA
in vivo using a tRNA scaffold to protect the RNA from cellular RNas-
es [121,122]. The tRNA scaffold can be removed either by DNA-
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zymes or by sequence-specific RNase H cleavage [115,117–119].
Using this method, a reasonable amount of RNA for NMR studies
(0.8 lmoles) was obtained from 2 l of E. coli culture grown in
15N/13C labeled medium.

2.3.2. RNA purification
RNA obtained by in vitro enzymatic transcription or in vivo must

be purified from proteins (T7 RNA polymerase, pyrophosphatase)
and abortive transcription products (a large number of smaller oli-
goribonucleotides of 2–6 nucleotides in length are generated dur-
ing transcription due to abortive initiation events) as well as from
unused NTPs. In addition, RNAs with one or two additional nucle-
otides arising from untemplated nucleotide addition must be re-
moved, when a homogenous RNA is required. An overview of
different purification methods is presented in Fig. 4C.

The most commonly used purification method for large quanti-
ties of RNA needed for NMR spectroscopy is denaturing polyacryl-
amide gel electrophoresis (PAGE). Single nucleotide resolution for
preparative scales are typically achieved for RNAs up to 30 nucle-
otides. However, this procedure is laborious and suffers from low
recovery yields. Additionally, PAGE requires the RNA to be dena-
tured and refolded, which might lead to aggregation and dimeriza-
tion of the RNA [123]. Furthermore, the RNA is not free of low-
molecular-weight acrylamide contaminants, which might interact
with RNA and also compromise NMR spectral analysis [124].
Therefore, different chromatographic methods have been devel-
oped to purify RNA. Frederick and coworkers proposed purifying
RNA by non-denaturing anion-exchange chromatography [125].
Depending on the salt type of the elution buffer (NaCl, CsCl or
MgCl2) they could separate RNAs with different conformations.
Very recently, Lukavsky and coworkers showed that weak anion-
exchange fast protein liquid chromatography (FPLC) under non-
denaturing conditions can be used to separate the desired RNA
product from the T7 RNA polymerase, unincorporated NTPs, small
abortive transcripts and the plasmid DNA template [126]. Rapid
purification of homogeneous RNAs can be achieved by using
trans-acting hammerhead ribozymes in combination with anion-
exchange high performance liquid chromatography (HPLC) at high
temperature (90 �C) [114]. Certain biologically relevant RNAs
might fold into different conformations or might form multimers,
which can be separated by purifying them under non-denaturing
conditions using size-exclusion FPLC [123,124,127]. In addition to
reverse-phase HPLC [128], the use of affinity chromatography has
been described [129–132]. Batey and Kieft developed a sophisti-
cated approach, where an affinity tag is attached to the 30-end of
the RNA by a glucosamine-6-phosphate activated (glmS) ribozyme
[130]. The affinity tag is based on two RNA stem-loops having high
affinity for the MS2 coat protein fused to a 6xHis-tagged MBP,
which binds to a Ni2+-affinity column. Elution of the RNA can be
achieved by activating the ribozyme with addition of GlcN6P.
Affinity purification based on aptamer tags binding Sephadex or
Streptavidin have also been proposed [122,131].

Depending on the purification method, the RNA can either be
eluted directly into NMR buffer or needs to be exchanged into a
suitable buffer. Buffer exchange can be performed by dialysis or
by washing and concentrating the RNA with ultracentrifugation
with an appropriate molecular weight cut-off (MWCO). Dialysis
bags and ultracentrifugation filter devices with 1000 MWCO are
commercially available and are appropriate for RNAs produced
by in vitro transcription. The RNAs can be lyophilized and subse-
quently resuspended into NMR buffer. Typical NMR buffers for
RNA are 10–50 mM sodium phosphate at pH = 5.5–6.

2.3.3. Segmental isotope labeling for larger RNAs
In recent years, NMR methodology has been developed to study

larger macromolecular systems but increasing relaxation rates and
spectral overlap for larger biologically relevant RNAs make them
difficult to be studied by NMR without specific isotope labeling
of the RNA. One can for example ligate a small isotopically labeled
fragment produced by chemical synthesis or in vitro transcription
to a larger unlabeled fragment. Using this approach, Puglisi and
coworkers could show that a small RNA adopts the same structure
in isolation as that found in the context of the entire 100 kDa nat-
ural RNA [133,134].

Two excellent reviews were recently published on isotope
labeling strategies of RNA [105,109]. Here, we will only briefly dis-
cuss the different approaches available. RNA ligation can be per-
formed by T4 RNA or T4 DNA ligase [135–137] or by using a
deoxyribozyme that catalyzes RNA ligation [138]. Both T4 RNA
and T4 DNA ligases require a 50-monophosphate on the donor frag-
ment and 30-hydroxyl on the acceptor fragment at the site of liga-
tion (see Fig. 4D), whereas the deoxyribozyme catalyzes a ligation
reaction with a 50-triphosphate on the donor fragment with a 30-
hydroxyl on the acceptor fragment. Ligation with DNA ligase,
which recognizes a nicked double-stranded substrate, is performed
by annealing a DNA oligonucleotide or a 20-O-methyl-RNA/DNA
chimera to the site of ligation [137]. Unlike DNA ligase, RNA ligase
requires a single-stranded site of ligation. Preferentially, the accep-
tor and the donor are brought together by base-pairing such that
the site of ligation is in a hairpin loop [136,139]. However, it has
been shown that RNA ligase can also be used in combination with
a DNA oligonucleotide annealing with the site of ligation designed
to mimic the natural substrate of RNA ligase [140]. To prevent self-
ligation or ligation of the fragments in the improper sequential or-
der (especially using T4 RNA ligase), the acceptor fragment should
contain a hydroxyl group both at its 50 and 30 ends, whereas the do-
nor fragment should have a monophosphate at the ligation site and
a monophosphate or a 20,30-cyclic phosphate at the 30-end. As dis-
cussed in Section 3.3.1, RNAs obtained by in vitro transcription
contain a 50-terminus with a tri-phosphate and an inhomogenous
30-hydroxyl terminus. Ribozymes engineered at the 30-end produc-
ing homogenous 20,30-cyclic phosphates can thus be used to gener-
ate 30-ends of both acceptor and donor fragment, whereupon the
acceptor 30-end has to be further dephosphorylated using T4 poly-
nucleotide kinase, which has 30-phosphatase activity
[105,141,142]. Hammerhead ribozymes located 50 to the acceptor
fragment generate the correct 50-hydroxyl end, whereas the 50 do-
nor end generated by a hammerhead ribozyme has to be phosphor-
ylated by T4 polynucleotide kinase (PNK). To generate two
samples, in which only one segment is labeled, two unlabeled
and two labeled transcription reactions have to be performed. In
addition, the use of T4 PNK is an additional costly step, which also
requires an additional purification. Two elegant approaches requir-
ing only one labeled and one unlabeled transcription reaction have
been proposed [134,143–145]. Lukavsky and coworkers used a
plasmid encoding the 30 donor fragment followed by a hammer-
head ribozyme, which is connected by a flexible linker to a second
hammerhead ribozyme preceding the 50 acceptor fragment yield-
ing a terminal 30-hydroxyl after transcription [134,143,144]. If
the transcription reaction is primed with GMP, both fragments
are correctly protected for ligation with T4 RNA ligase, the 50

acceptor fragment being protected both 50 and 30 with hydroxyl
groups and the 30 donor fragment being protected by a 50-phos-
phate and a 20,30-cyclic phosphate. The only drawback of this
method is that a G is required at the 30 of the ligation site and that
transcription can potentially generate an inhomogenous 30-end
of the acceptor fragment leading to possible incorporation of addi-
tional nucleotides at the site of ligation, especially when using RNA
ligase. A second approach described by Crothers and coworkers
showed that sequence specific RNase H cleavage of an unlabeled
and a labeled RNA can be followed by direct cross re-ligation of a
labeled with an unlabeled fragment using T4 DNA ligase [145].
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Finally, two groups presented another approach that combines the
use of both T4 RNA and T4 DNA ligase in order to obtain multiple
segmental isotopically labeled RNAs (i.e: three RNA fragments liga-
tion) [139,146,147].

Segmental isotope labeling of RNA is expected to become
increasingly important for the study of larger RNAs in isolation
or in complex with proteins, especially in combination with mea-
surements of residual dipolar couplings and paramagnetic relaxa-
tion enhancement (see Section 3.4).

2.4. Complex formation

Once the RNA binding protein or domain of interest and the
RNA have been produced in sufficient amounts for NMR analysis,
both components are mixed together in order to form the pro-
tein–RNA complex.

2.4.1. Estimation of the protein and RNA concentrations
Before mixing the protein and the RNA, it is important to mea-

sure the concentration of both components since this information
will allow accessing the stoichiometry of the complex. Generally,
protein and RNA concentrations are estimated by measuring the
optical density (OD) at 280 and 260 nm, respectively. In that case,
the molar extinction coefficients of the protein and the RNA are
estimated, generally using bioinformatic tools that accurately pre-
dict the extinction coefficient of unfolded proteins or nucleic acids
based on their primary sequences. Therefore, protein and nucleic
acid concentrations can be derived from measuring the OD under
denaturing conditions (high temperature or in presence of dena-
turing agents such as guanidinium chloride). This method works
well for measuring the concentration of nucleic acids. In proteins,
however, only tryptophan and tyrosine are significantly contribut-
ing to the extinction coefficient. Therefore, concentration of pro-
teins can only be estimated by optical density if a certain
amount of these two residues are present in the protein. Other-
wise, other methods to determine the protein concentration must
be used, such as measuring the difference of absorbance of proteins
at 215 and 225 nm [148] or using colorimetric assays [149]. NMR
spectroscopy is another alternative method for determining pro-
tein concentrations using the PULCON method that has been devel-
oped by Wider and coworkers [150].

2.4.2. Monitoring complex formation by NMR titration experiments
Complex formation can easily be monitored by NMR spectros-

copy using the so-called chemical shift perturbation mapping or
titration experiments. The chemical shift of a nucleus is highly
dependent on its chemical environment and can be accurately
measured. Changes in the environment of the nucleus results in
changes of its chemical shift and these changes can be measured
to identify the interface of a macromolecular complex (for reviews
on this topic, see [151,152]). There are many possible ways of fol-
lowing the complex formation of a protein–RNA complex by NMR.
The complex can be formed by adding the protein into the RNA or
vice versa. Furthermore, chemical shifts of different nuclei can be
used. Chemical shift perturbations of the protein can be followed
by measuring 15N–1H HSQC spectra in absence or in presence of
increasing amounts of unlabeled RNA. Similarly, RNA chemical
shift perturbations can be followed by adding increasing amount
of protein into the RNA. If the RNA is unlabeled, 1H chemical shift
perturbations of the H5–H6 cross-peaks of pyrimidines can be
monitored using 2D 1H–1H TOCSY spectra. Alternatively, chemical
shift perturbations of imino protons can be monitored by 1D NMR
if they are visible. If 15N- and/or 13C labeled RNA samples are avail-
able, chemical shift perturbations of imino or non-exchangeable
protons can be followed using 15N–1H HSQC or 13C–1H HSQC spec-
tra, respectively.
Initial chemical shift perturbation experiments are typically
performed by adding the RNA solution to the protein solution.
Nonetheless, the addition of RNA into proteins can sometimes lead
to precipitation of the sample and this phenomenon can be irre-
versible. In this case, the addition of the protein into RNA can
sometimes avoid the precipitation. In addition, some RNA binding
proteins are not very soluble and cannot be concentrated in ab-
sence of RNA. In this case, chemical shift perturbation experiments
can be performed at low concentration since 2D NMR experiments,
such as 15N–1H HSQC or 1H–1H TOCSY, are highly sensitive and the
protein–RNA complex can be subsequently concentrated by ultra-
filtration using an appropriate molecular weight cut-off membrane
[18].

When the protein–RNA complex is formed, the protein and the
RNA are in equilibrium between their free and bound states. This
equilibrium is mainly described by the affinity of both components
in the complex, which is expressed as the dissociation constant
(Kd). During titration experiments of a complex, chemical shifts
of nuclei that are at the interface experience a different environ-
ment and are perturbed. There are three main exchange regimes
that can be observed by NMR and these are mainly governed by
two parameters: the exchange rate of the complex formation, kex,
and the difference in resonance frequency of a nucleus between
the free, mA, and the bound states, mB. The three main exchange re-
gimes are denoted slow exchange that occur when kex is much
smaller than 2p(mA � mB), the fast exchange regime when kex is
much larger than 2p(mA � mB), and the intermediate exchange re-
gime when kex is similar to 2p(mA � mB). The exchange regime gov-
erns the behavior of the NMR signals during the titration
experiments.

In the slow exchange regime, when a component (for example
the RNA) is gradually added to the other component (the protein),
two sets of signals are observed, one corresponding to the protein
free state and the other one corresponding to the protein bound
state, as was observed in the case of the Fox-1-RNA complex [5]
(Fig. 5). The integral of each signal is linearly dependent on the
population of the two states and is directly correlated to the molar
ratio of both components. Therefore, while gradually adding the
RNA, the signal of the protein corresponding to the free state de-
creases and the signal corresponding to the bound state increases.
Slow exchange regimes were reported for protein–RNA complexes
with high affinity corresponding to dissociation constants ranging
from 0.5 (Fox-1-UGCAUGU) [5] to 250 nM (protein NC-AACAGU)
[13].

In the fast exchange regime, only one NMR signal is visible and
corresponds to the weighted average of the signals corresponding
to the free and the bound states. Upon gradual addition of the
RNA to the protein, the signals of the protein gradually shift from
the free state towards the bound state, as was observed for the
PTB-RNA complex [28] (Fig. 6). When further addition of RNA no
longer affects the chemical shift position of the signal, the NMR sig-
nal corresponds to that of the bound state. Fast exchange regimes
were reported for protein–RNA complexes with dissociation con-
stants higher than 15–20 lM (PTB-CUCU [28,72] or SRp20-CAUC
[17]).

In the intermediate exchange, the NMR signals of the free state
undergo line broadening upon addition of the partner, often be-
yond detection, until more than half the stoichiometry is reached
and then the linewidth of the signal corresponding to the bound
state sharpens and becomes visible as the stoichiometry of the
complex is about to be reached, as was observed for the Staufen–
RNA complex [32] (Fig. 7). Intermediate exchange regimes were re-
ported for protein–RNA complexes with dissociation constants
ranging from 400 nM (hnRNP F–AGGGAU) [14] to 2 lM (CUG-
BP1 RRM3–CUGCUG) [37]. However, in some cases, signals of the
bound state do not sharpen and are therefore invisible even in ex-
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cess of the partner component [37,153]. In this case, an optimiza-
tion of the conditions should be performed in order to make the
resonance of the complex visible (see Section 2.4.3) [14].

Therefore, in protein–RNA complexes, the affinity between the
two molecules plays an important role in defining the exchange
regime of the system. For many protein–RNA complexes studied
by NMR, the affinities between the two partners have been mea-
sured and range from 0.5 nM [5] to about 20 lM [17]. For all
protein–RNA complexes having an affinity below 250 nM,
NMR titration experiments indicate a slow exchange regime
[1,5,11,13,20,24,29,36,40], while for protein–RNA complexes hav-
ing an affinity above 400 nM, the exchange regime is intermediate
to fast [14,17,28,32,37].

Since the exchange regime depends on the magnitude of the
difference between the resonance frequencies of the free and the
bound state, it is common to observe different exchange regimes
for different signals during titration experiments. Because the dif-
ference between the resonance frequencies is dependent on the
magnetic field, it is also possible to modify the exchange regime
of certain signals by recording NMR experiments at different mag-
netic field strengths.

The exchange regime of the complex formation is an important
parameter for consideration in the structure determination of a pro-
tein–RNA complex. Distance restraints extracted from Nuclear
Overhauser Effect Spectroscopy (NOESY) spectra recorded on a com-
plex might correspond to a weighted average of the free and the
bound states. Furthermore, the intensities of intermolecular NOEs
depend not only on the distance between the two atoms but also
on the exchange rate between the free and the bound states. There-
fore, for structural analysis of protein–RNA complexes, systems in
slow exchange regime are generally most suitable. The main advan-
tage is that the signals arising from the bound and the free states are



Fig. 7. Example of a protein–RNA complex in the intermediate exchange regime. NMR spectra at 600 MHz of the Staufen–RNA complex [32]. (A) 15N–1H HSQC spectrum of
free Staufen. (B) 15N–1H HSQC spectrum of Staufen in complex with RNA at a protein:RNA molar ratio of 1:0.5. (C) 15N–1H HSQC spectrum of Staufen in complex with RNA at a
protein:RNA molar ratio of 1:1. Reproduced with permission from Ref. [32].
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distinct. Therefore, distance restraints that reflect exclusively the
bound state can be separated from those reflecting the free state.
However, the exchange regime is not a crucial parameter since
structure determination of protein–RNA complexes by NMR can also
be performed for systems in intermediate and fast exchange.

In addition, other phenomena can sometimes add to the com-
plexity of the structural analysis. For example, if the protein binds
to the RNA in multiple registers, especially in the case of proteins
binding single-stranded RNAs, additional exchange phenomena
can arise. This occurs for example when the repetitive RNA se-
quence CUCUCU is bound by the protein PTB [56]. Such repetitive
sequences provide a good affinity for the complex formation but
lead to two or more complex sub-populations indicating that the
protein binds the RNA in two or more different registers. In such
cases, shortening the RNA results in a lower affinity for the com-
plex formation but more importantly the protein binds the RNA
in only one register. As a consequence, NMR line widths can be-
come sharper and unambiguous intermolecular NOEs can be ob-
served. This strategy of RNA shortening was successfully used to
solve the NMR structure of PTB in its complex with a polypyrimi-
dine-tract RNA [28].

2.4.3. NMR titration experiments are crucial steps for defining a ‘‘good’’
protein–RNA complex

Following the complex formation by NMR is a crucial step in the
structure determination of a protein–RNA complex by NMR spec-
troscopy and provides many valuable insights into the complex
formation. The main types of information that can be derived from
these simple NMR experiments are the determination of the stoi-
chiometry of the complex, the evaluation of the exchange regime,
the quality of the NMR spectra, the identification of the binding
interface, and an estimation of the binding constant.

NMR titration experiments can define the stoichiometry of the
complex. Titration experiments are performed by adding one com-
ponent into the other one. In the slow exchange regime, titration of
one component into the other allows observation of new signals
corresponding to the bound form and disappearance of the signals
corresponding to the free form. In the fast exchange regime, one
component is added to the other one until no further chemical shift
perturbations occur, which indicates a saturation of the complex
formation. A plot of the chemical shift perturbations as a function
of the protein:RNA ratio in the sample gives a good indication of
the stoichiometry of the complex. For example, in the case where
the protein forms a dimer, it was possible to determine if the pro-
tein dimer binds one or two RNA molecules. Two structures and
one structural model of protein–RNA complexes involving protein
dimers have been solved to date [34,40,47]. In two cases, one RNA
molecule is bound by one dimer while in the other case, the dimer
binds two RNA molecules. In this case, the stoichiometry of the
complexes is different and could be assessed by NMR titration
experiments. The Co-Antiterminator (CAT) domain is an RNA bind-
ing domain that folds into a symetrical homodimer [154,155].
Upon RNA titration, the complex formation was in the slow ex-
change regime and most amide signals of the domain split into
two components indicating that the symmetry of the dimer is bro-
ken and the maximum intensity of the bound signals was reached
at a protein–RNA ratio of 2:1 indicating that one protein dimer
bound one RNA molecule [40]. Similarly, the RNA binding protein
Kid adopts a symmetrical homodimer fold [156]. In this case, the
complex formation was in the fast exchange regime. NMR titration
experiments indicated that one dimer binds a single RNA molecule
and the stoichiometry of the complex was further confirmed by na-
tive mass spectrometry [47]. The RNA binding protein RsmE also
folds into a symmetrical homodimer [157,158]. In this case, the
complex formation was in the slow exchange regime and NMR
titration experiments indicated a protein–RNA molar ratio of 1:1
resulting in two RNA molecules binding to one protein dimer
[34]. In another NMR study, an RNA molecule contained two sym-
metrical binding sites for the protein U1A leading to a complex
with a protein:RNA molar ratio of 2:1 [38]. Another example for
which NMR titration can be very important for determining the
stoichiometry of a protein–RNA complex is when the protein under
study consists of two or more RNA binding domains. In this case,
NMR titration experiments can show whether each RNA binding
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domain binds an RNA molecule independently at a protein–RNA
ratio of 1:2 or if both domains bind together a single RNA molecule
at a protein–RNA ratio of 1:1. There are four NMR structures of a
protein–RNA complex in which two or three RNA binding domains
bind one RNA molecule at a 1:1 ratio [1,18,22,30]. The molar ratio
was obtained from NMR titration experiments. In contrast, the two
C-terminal RNA binding domains of the protein PTB interact with
each other bringing the two RNA binding surfaces on opposite
sides of the structure. In this case, NMR titration experiments indi-
cated that each domain binds independently one RNA molecule
resulting in a protein:RNA molar ratio of 1:2 [72].

Titration experiments also provide a good indication of the ex-
change regime of the complex formation and therefore offer a rapid
evaluation of the spectral quality of the complex, which is a crucial
parameter for the determination of the structure. Therefore, already
at this stage, an optimization of the RNA sequence, the buffer and
temperature conditions can be performed. For example, initial
NMR studies of the complex between the protein hnRNP F and a
single-stranded RNA indicated a complex formation in intermediate
exchange on the NMR time scale [153] leading to the loss of many
amide signals even in the presence of excess RNA. Using 15N–1H
HSQC experiments, different buffer and temperature conditions
were therefore tested and optimal conditions were determined
where all signals corresponding to the bound form of the protein
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are present in the spectra (Fig. 8) [14]. Another striking example
of using NMR titration experiments to assess the quality of NMR
spectra and to define the optimal conditions for the structure deter-
mination of a protein–RNA complex is the study of the protein
SRp20 in its complex with RNA [17]. In this case, a total of 13 differ-
ent RNA sequences, derived from natural binding sequences and
from SELEX experiments, were used. For each RNA, the quality of
the NMR signal linewidths was evaluated for the protein using
15N–1H HSQC spectra and for the RNA using 2D 1H–1H TOCSY spec-
tra. Depending on the RNA sequence, the complex formation leads
to broad signals for both the RNA and the protein, sharp signals
for the protein but broad signals for the RNA or vice-versa. Only
one RNA sequence resulted in sharp NMR signals for both the pro-
tein and the RNA. This RNA sequence was therefore used for the
structure determination of the complex [17].

NMR titration experiments are also useful for comparing the
RNA binding properties of an RNA binding domain with the RNA
binding properties of the full-length protein. By comparing titra-
tion experiments using a full-length protein or a single RNA bind-
ing domain, it is possible to estimate if the RNA binding domain is
necessary and sufficient for RNA binding or if additional regions of
the protein play a role in the affinity and the specificity of the inter-
action. In the case of RNA binding proteins that contain multiple
RNA binding domains, chemical shift perturbation experiments al-
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low one to determine which RNA binding domains are able to bind
RNA, if they are independent or if they bind RNA cooperatively. For
instance, the protein PTB contains four RNA binding domains. RNA
binding by the full-length protein has been tested by chemical shift
perturbation experiments. Saturation was reached when four
equivalents of the RNA were added to the protein suggesting that
each RNA binding domain binds one RNA sequence. NMR titration
experiments were then performed on each individual domain of
the protein showing that each RNA binding domain binds RNA
independently and a comparison with the NMR spectra of the
full-length protein showed that the RNA binding is similar in both
contexts [28].

Finally, if the resonances of the protein and/or the RNA have
been previously assigned, chemical shift perturbation experiments
allow the identification of the residues directly or indirectly in-
volved in the complex formation. It is therefore possible at this
early stage of the study to identify the binding interface of each
component. When the structure of the individual components
are known, structural models of the complex can already be gener-
ated solely based on chemical shift perturbation analysis [159].
This approach has been used to derive the structural models of
two protein–RNA complexes that have been deposited in the pro-
tein data bank [46,47]. Although these models are less accurate to
describe the intermolecular interactions, they can provide useful
information for further biochemical analysis of these complexes.

Altogether, initial NMR studies of a protein–RNA complex for-
mation are crucial steps that provide rapid information useful for
the determination of the structure of the complex. Since structure
determination of protein–RNA complexes is a time and resource
consuming process, we believe that it is very important to optimize
the conditions at this early stage of the NMR study in order to ob-
tain NMR spectra of good quality.
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3. NMR spectroscopy and structure determination of protein–
RNA complexes

3.1. NMR methodology and resonance assignment

3.1.1. Preliminary NMR experiments
After initial NMR titration experiments and a first optimization

of conditions as described in Sections 2.4.2 and 2.4.3, obtaining the
resonance assignments of the bound protein and RNA is the next
step towards a structure determination. However, before proceed-
ing it has to be judged whether or not a structure determination
can be made under the current conditions. Two main criteria have
to be fulfilled: first, all or at least nearly all resonances visible in the
free state should also be visible in the bound state and second, a
sufficient number of intermolecular NOEs should be observed in
order to solve the complex structure.

In addition to the initial HSQC experiments that are used to
monitor chemical shift changes upon complex formation, addi-
tional experiments are needed to evaluate the quality of the com-
plex under specific conditions. A 2D 1H–1H TOCSY is generally used
to monitor the state of the RNA by analysing the H6-H5 correla-
tions of cytosines and uracils (see Fig. 9A). All expected signals
should be visible with a good line shape and no additional signals,
such as two sets of signals, should appear. This monitoring is of
course not possible for RNAs lacking cytosines and uracils. In addi-
tion, the imino region is analyzed by 1D jump-and-return echo
[160] or 1D WATERGATE spectra [161]. The appearance of imino-
signals upon complex formation is an indication of intermolecular
hydrogen bonds like G11 H1 bound to RsmE (Fig. 9B). More impor-
tantly, a 2D NOESY in H2O optimized for the imino region is typi-
cally recorded at low temperature. To suppress the water signal,
the jump-and-return echo method [160] usually gives better signal
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to noise than the WATERGATE technique [161] but leads to more
baseline distortions. Any NOE from an imino proton to the aliphatic
region <2.5 ppm is most probably an intermolecular NOE (see
Fig. 10A). The quality and number of intermolecular NOEs can be
judged by such a 2D NOESY. However, if no imino signals are ob-
servable, sufficient intermolecular NOEs might still be observed
using other experiments, as seen, for example, for the complexes
of SRp20 [17] and PTB [28]. Then a 2D NOESY spectrum measured
in D2O can be used to estimate the dispersion of RNA signals and
the number of intermolecular NOEs. Signals in the region between
5 and 6 ppm typically originate from the RNA, in particular from
H10 and H5 nuclei. Protein signals of Ha and aromatic residues
are rarely found in this region and amide signals are mostly absent
in D2O. Correlations between the region of 5–6 and 7.2–8.2 ppm
include H8/H6–H10, H2–H10 and H6–H5 correlations. These can
be used to estimate the chemical shift dispersion of the RNA and
for initial assignment attempts. Cross peaks between resonances
at 5–6 ppm and aliphatic protein signals, e.g. upfield of 2 ppm
are likely to be intermolecular NOEs (Fig. 10B). Eventually, condi-
tions might need to be further optimized or constructs changed.
Note that for all those experiments no isotope labeling is required.

3.1.2. Temperature, ionic strength, and solvent
To obtain the best signal to noise and line shape in NMR exper-

iments, factors such as temperature and salt concentration have to
be optimized in the range that the sample stability allows. With
the widely used cryogenic probes, the signal to noise ratio de-
creases significantly in the presence of salt. The ionic strength
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or KCl have been used, e.g. solely 50 mM Na-phosphate [17]. Argi-
nine/glutamate buffer is a promising buffer not only because it can
increase protein stability and solubility [17,162] but it also results
in better signal to noise ratios in cryogenic probes due to its lower
ionic strength compared to other buffers [163]. However, the dis-
advantage is that this buffer causes baseline distortions due to its
strong NMR signals. To prevent this, the buffer needs to be pre-
pared with deuterated arginine and glutamate.

After testing with a few ll amounts of material (using a water
bath or a Polymerase Chain reaction (PCR) machine) the tempera-
ture range over which the sample remains in solution, the spectral
quality can be tested within this temperature range. Tightly bound
RNA can change the stability of a protein significantly and often the
complex becomes very stable even at elevated temperatures. For
example the complex between RRM3/RRM4 of PTB and CUCUCU
RNA could be studied at 40 �C [28] whereas the free form precipi-
tated at 40 �C and was therefore measured at 30 �C [164]. The most
challenging step is to identify both an optimal RNA target and con-
ditions that result in good quality spectra. For larger complexes,
elevated temperatures such as 40 or 50 �C have the advantage of
significantly decreasing the line widths because of faster molecular
tumbling. However, many factors militate against high or low tem-
peratures such as solubility, RNA stability in regard to degradation,
protein unfolding, thermodynamics of the binding equilibrium, the
binding kinetics and exchange broadening of NMR signals. Some
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tures (unpublished work). At temperatures just below the melting
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temperature, a small part of the protein can denature and irrevers-
ibly form aggregates. Therefore also the long-term stability should
be checked at each temperature to be used in the study.

Often the structure determination of protein–RNA complexes
requires the collection of spectra in D2O and in H2O. Typically
the samples can be lyophilized and thus the solvent exchanged be-
tween D2O and H2O. However, some buffers cannot be easily
lyophilized or need to be readjusted after lyophilization. For exam-
ple in the case of commonly used acetate buffer [4,12,17,23] the
acetic acid evaporates during lyophilization.
3.1.3. Typical samples for NMR measurements of protein–RNA
complexes

Isotope labeling is absolutely essential for resonance and NOESY
assignment of protein–RNA complexes. Uniform 15N- and 15N/13C
labeled proteins are usually used in complexes with unlabeled
RNA (Fig. 11A and B) to assign the backbone and side-chain reso-
nances of the protein in the complex and to obtain distance re-
straints within the protein. These samples can also be used to
obtain intermolecular distance restraints to the RNA and restraints
within the bound RNA using filtered NOESY experiments (Sec-
tion 3.2). If possible in vitro transcribed 15N/13C labeled RNAs are
used for complexes with either unlabeled or 15N labeled proteins
(Fig. 11C). Although uniform 15N/13C labeling of RNA is most often
used, nucleotide-type specific labeling schemes (Fig. 11D and E)
can provide certain advantages as discussed subsequently for
RNA assignment (Section 3.1.7). For example two samples, one
containing 15N/13C labeled adenines and cytosines and another
one with 15N/13C labeled guanines and uracils, can be helpful.
The use of 15N only labeled nucleotides is not very beneficial con-
sidering the small difference of price between 15N NTPs compared
to 15N/13C NTPs. The advantage of using 15N labeled protein in
complex with 15N/13C labeled RNA is that the complex formation
can be easily monitored by 15N-1H HSQC spectra.

For example, the structure determination of several recently
determined protein–RNA complexes using in vitro-transcribed
RNA were made with four samples: one containing 15N-protein
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Fig. 12. 13C–1H HSQC spectra of a guanine-rich single stranded RNA (6 nt) obtained
by chemical synthesis in complex with the RRM1 of hnRNPF [14]. (A) 13C labeled
ribose was introduced at positions 1, 3 and 5. (B) 13C labeled ribose was introduced
at positions 2, 3 and 4. The C20–H20 and C30–H30 correlations (underlined) present in
both 13C–1H HSQC spectra at 600 MHz (A) and 900 MHz (B) can be assigned to G3.
and unlabeled RNA, one containing 15N/13C-protein and unlabeled
RNA and two samples with nucleotide specific 15N/13C labeled RNA
in complex with 15N-protein. Two samples of combined nucleotide
specific 15N/13C labeling proved to be most useful, e.g. one sample
containing labeled A + C and another sample labeled G + U [34,35]
or alternatively one sample labeled A + U and another sample la-
beled G + C [20,29]. Sometimes four complex samples of single
nucleotide specific 15N/13C labeled RNA [22,39] or a combination
of single and double-nucleotide specific 15N/13C labeled RNA were
necessary to resolve degeneracies [1,21].

To determine the structure of a protein in its complex with a
short ssRNA two samples are often used: one with 15N protein–
unlabeled RNA and one with 15N/13C protein–unlabeled RNA, be-
cause the target RNA cannot be transcribed in vitro (see Sec-
tion 2.3.1). However, specific positions in an RNA can be 15N /13C
labeled by chemical synthesis and greatly improve the quality of
the structural determination of a protein–RNA complex [96]. Iso-
tope labeling can be very beneficial in this context, especially if
long stretches of the same nucleotide types are present [14,28].
The chemical shifts of three consecutive guanines were clearly dis-
tinguished and assigned by using such an approach as shown in
Fig. 12. Chemical synthesis of RNA in which nucleotides are labeled
at specific positions, for example at each alternating nucleotide,
also proved to be very beneficial for complexes with an RNA
stem-loop [29,35].

3.1.4. Typical samples for NMR measurements of peptide–RNA
complexes

The samples and methodologies for peptide–RNA complexes
are almost identical to those for protein–RNA complexes with
the exception that peptides are often chemically synthesized
[7,8,11,19,23,31,41–44]. This offers the possibility to introduce
site-specific isotope labeling at a certain residue. For example sin-
gle 15N [Gly] labels were introduced into a 14-residue peptide to
facilitate the assignments of three glycine residues [31]. However,
bacterial expression is also frequently used to generate uniform
15N or 15N/13C labeled peptides [6,7,9,19,33,42,44,165].

3.1.5. Resonance assignment of proteins and peptides in complex with
RNA

Resonance assignment of proteins in complex with RNA is in
principle identical to the procedures used for isolated proteins.
Standard triple resonance experiments [166,167] are applied on
samples containing uniformly 15N/13C labeled proteins. The unla-
beled RNA component is invisible in these experiments.

The types of experiments that are typically recorded and the re-
quired samples are illustrated in Table 2. As an example, this table
lists all the NMR experiments that were recorded on the protein
RsmE/hcnA protein–RNA complex [34]. The measuring time for
all experiments amounted to a total of 6 weeks if run on a single
NMR spectrometer. The experiments for protein assignment are
all standard experiments for the protein NMR community and will
not be further discussed here. The experiments for assigning RNA
are further described in Section 3.1.7 and filtered and/or edited
NOESY experiments are discussed in Section 3.2.

Experiments that are not widely used in protein NMR are dis-
cussed in more detail in this Section. Since positively charged argi-
nine and lysine residues play often a crucial role in protein–RNA
recognition, their side-chain assignments are necessary for obtain-
ing useful intra- but more importantly inter-molecular distance re-
straints. Although arginine Ne–He can normally be observed in
standard 15N–1H HSQC type correlations including in 3D 15N-edi-
ted NOESY-HSQC spectra, the typical 15N offsets are not optimal
for arginine Ne–He resulting in sensitivity losses. Therefore, exper-
iments optimized for the Arg 15Ne and 15Ng with adjusted offsets,
delay lengths and sometimes flip-back pulses and 15N selective



Table 2
Experiments used for the assignment and structure determination of the complex of RsmE and the Shine–Dalgarno sequence of the hcnA mRNA [34]. Experiments in bold are
discussed in detail in Section 3.2.

Protein RNA Solvent experiments purpose

15N Non labeled H2O 2D NOESY (low T) RNA imino assignment, NOE restraints
2D TOCSY for identifying NH2 groups in RNA
2D 15N–1H HSQC reference spectrum
3D 15N-ed. NOESY extracting protein–protein and protein–RNA NOEs

15N Non labeled D2O 2D NOESY, extracting NOEs for whole complex (high resolution in both dimensions)
2D TOCSY 1H assignment of aromatic rings (protein and RNA)

identifying 20 endo ribose pucker
2D 15N–1H HSQC identifying protected HN groups
2D 13C–1H HSQC natural abundance 13C–1H HSQC of RNA (no JCC coupling)

13C/15N Non labeled H2O 2D 15N–1H HSQC seed and reference spectrum
3D HNCA protein backbone assignment
3D HNCACB protein backbone assignment
3D CBCA(CO)NH protein backbone assignment
3D HNCO protein backbone assignment
3D HN(CA)CO protein backbone assignment
3D 13Caro-ed. NOESY extracting NOEs mainly for protein but also for whole complex
3D 13Cali-ed. NOESY extracting NOEs mainly for protein but also for whole complex

13C/15N Non labeled D2O 13C–1H HSQC protein seed and reference spectrum
(H)CCH-TOCSY protein side chain assignment
3D F1eF3f NOESYa extracting protein–RNA intermolecular NOEs
2D F1fF2e NOESYb extracting protein–RNA intermolecular NOEs
2D F1fF2f NOESYc extracting intra-RNA NOEs,
CB(CGCD)HD assignment of aromatic side chains
CB(CGCDCE)HE assignment of aromatic side chains

15N 13C/15N Ade/Cyt H2O 15N–1H HSQC RNA Amino seed and reference spectrum
15N 13C/15N Gua/Ura H2O 15N–1H HSQC RNA Imino seed and reference spectrum
15N 13C/15N Ade/Cyt D2O 13C–1H HSQC RNA seed and reference spectrum

HC(C)H-TOCSY ribose assignment
2D F1fF2f NOESYc extracting RNA intra-NOEs within the unlabeled part
3D F1eF3f NOESYa extracting protein–RNA intermolecular NOEs and intra RNA NOEs between 13C and unlabeled residues
13Cali-ed. NOESY extracting intra and intermolecular NOEs

15N 13C/15N Gua/Ura D2O 13C–1H HSQC RNA seed and reference spectrum
HC(C)H-TOCSY ribose assignment
2D F1fF2f NOESYc extracting RNA intra NOEs within the unlabeled part
3D F1eF3f NOESYa extracting protein–RNA intermolecular NOEs and intra RNA NOEs between 13C and unlabeled residues
13Cali-ed. NOESY extracting intra- and intermolecular NOEs

a 3D 13C F1-edited F3-filtered HMQC-NOESY.
b 2D 13C F1-filtered F2-edited NOESY.
c 2D 13C F1-filtered F2-filtered NOESY.
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pulses have been used for some complexes [7,19]. For example a
2D Arg-15Neg-edited HSQC-NOESY [7], a 2D Arg-(H)C(C)TOCSY-
NeHe and Arg-H(CC)TOCSY-NeHe for correlating arginine He to side
chain carbons and protons [168] and Arg-Hg(NgCfNe)He correlating
arginine Hg and He [19] have been successfully used to assign argi-
nine and lysine side-chains in protein–RNA complexes.

Since protein–RNA complexes are prone to chemical exchange
phenomena due either to conformational exchange or to exchange
between the free and bound form, Carr-Purcell-Meiboom-Gill
(CPMG) type magnetization transfers can sometimes refocus such
effects leading to a better signal to noise ratio. The disadvantage
is that additional heating is introduced into the sample. The
15N–1H CPMG-HSQC proved to be very beneficial for the detection
of Arg Ng� Hg signals as was shown in a protein–DNA complex
[169] and could be very useful for better defining protein–RNA
complexes. In the case of the HIV-1 nucleocapsid protein bound
to tRNALys

3 D hairpin where the protein signals display fast to inter-
mediate exchange, some of the exchange-broadened amide signals
became better visible with the 15N–1H CPMG-HSQC [170].

Generally, backbone triple resonance experiments should be
measured preferably at lower fields (500–700 MHz) because more
uniform excitation of 13C can be achieved and the effect of chemi-
cal shift anisotropy, especially of C0, is not as severe as at higher
fields [171,172]. In contrast, NOESY spectra should be recorded at
the highest fields (700–1000 MHz) to obtain maximal resolution
and sensitivity. Nevertheless, the field strength is also a factor
influencing the exchange regime and spectral quality might be dif-
ferent at different field strengths.
The resonance assignment of peptides in peptide–RNA com-
plexes follows either the same strategy as for proteins if the pep-
tide can be 15N/13C or 15N labeled or with a different strategy if
the peptide cannot be labeled. The unlabeled peptide is assigned
in the presence of uniformly 15N/13C labeled RNA using 2D 1H–1H
NOESY and TOCSY experiments that eliminate the RNA signals by
filtering out protons attached to 13C (see Section 3.2)
[11,23,31,41,43]. Alternatively, perdeuterated RNA can be used to
eliminate the RNA signals [11]. In addition, a natural abundance
13C–1H HSQC can be used to assign 13C chemical shifts of the pep-
tide, because the carbon resonances of the peptide are usually sep-
arated from the RNA resonances.

3.1.6. Resonance assignment of proteins in large protein–RNA
complexes

With increasing molecular size, fast relaxation resulting in line
broadening becomes a major obstacle [173]. In addition, the com-
plexity of the spectra increases with increasing number of reso-
nances. The effect of slower tumbling on the signal to noise ratio
depends on the type of NMR experiments. While the HNCA and
HNCO experiments usually provide signals for most residues even
for fairly large complexes, the CBCA(CO)NH, HNCACB, HN(CO)CA,
and HN(CA)CO experiments are more sensitive to the molecular
size and therefore higher temperature or/and deuteration together
with Transverse Relaxation Optimized SpectroscopY (TROSY)
experiments have to be used for larger complexes. For example
three protein–RNA complexes with a size of �28 kDa were studied
at higher temperatures such as 40, 45 and 50 �C which was suffi-
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cient for complete resonance assignment and structure determina-
tion without the need of deuteration or TROSY triple resonance
experiments [1,28,34]. However, in other cases deuterated samples
were required [22]. Deuteration significantly increases the T2

relaxation times of the 13C nuclei and therefore magnetization
transfer from 13C to neighboring 13C and 15N nuclei is efficient even
in larger molecules or complexes [173–175]. For the protein back-
bone assignment of the 28 kDa protein–RNA complex consisting of
an RNA stem-loop and three zinc-fingers [22], deuteration com-
bined with TROSY versions of HNCA, HN(CA)CO and HNCO exper-
iments [176,177] were used in combination with a 15N-edited
NOESY-HSQC.

For side chain assignment based on TOCSY transfers, different
2H labeling schemes can be applied, for example, almost 100% or
�70% deuteration. In 70% deuterated proteins, the remaining 30%
1H nuclei still contribute to 13C relaxation and also cause small
13C chemical shift degeneracies because of isotope effects of the
different isotopomers (e.g. CD2 versus CHD). However, 70% deuter-
ation also offers advantages because the remaining 1H nuclei can
be used for NMR experiments that require protons. For example
3D H(CCCO)NH-TOCSY and a 3D HBHA(CO)NH experiments have
been successfully recorded on a 19 kDa protein–RNA complex with
70% deuteration of the protein while 100% deuteration was most
effective for a 3D CC(CO)NH-TOCSY experiment [20]. However,
side-chain assignment in most large complexes was achieved by
NOE based approaches and by comparison of spectra from the free
and bound protein form because often HCCH-TOCSY experiments
become too insensitive due to enhanced relaxation [22].

The use of complete deuteration has the disadvantage that the
observable NOEs are restricted to NOEs originating from the
exchangeable amide protons, which is not sufficient to obtain pre-
cise structural ensembles. Random 70% deuteration does not solve
this problem since the probability of having two neighboring
hydrogens is only 9% and in addition frequency degeneracies due
to different isotopomers broaden the signals. Selective re-introduc-
tion of protons into an otherwise deuterated protein is a good
method for obtaining additional NOE distance restraints. This is
increasingly being used to study large proteins but has not yet
been applied to protein–RNA complexes. Detailed protocols for
introducing protons into methyl groups have been published re-
cently [178]. For example one of the two methyl groups of Leu
and Val is selectively protonated (13CH3) in an otherwise uni-
formly-2H/13C/15N labeled protein that is then ideally suited for
A

Fig. 13. 13C–1H HSQC spectra at 500 MHz of a 13C/15N Ade/Cyt labeled Shine–Dalgarno s
RsmE (B). The resonances of C9 experience a large upfield chemical shift because they a
detection of through-bond methyl-NH correlations in order to as-
sign the methyl groups [179]. The selective introduction of one
13CH3 group in Ile, Leu and Val into an otherwise uniformly deuter-
ated and non-carbon labeled sample results in very good line
shapes in methyl-TROSY experiments [180] and could potentially
be used for detecting NOEs in protein–RNA complexes.

The stereo-array isotope labeling (SAIL) method developed by
the Kainosho group uses stereo-selective deuteration optimized
for structure calculations of large proteins [181]. The method is
based on cell-free protein synthesis using chemically synthesized
amino acids with stereospecifically introduced 2H and 13C isotopes
[182]. The protons are diluted to 50–60%, resulting in reduced 13C
relaxation, and the remaining 1H are well distributed over the pro-
tein to yield sufficient NOE restraints. The synthesized amino acids
are commercially available by SAIL Technologies Inc.. The draw-
back of the method is that the costs are significantly higher than
for bacterial protein expression. SAIL has not yet been used for
the study of protein–RNA complexes but would be very powerful
for studying large proteins in complex with RNA.

Segmental isotope labeling can also be used to reduce the spec-
tral complexity of large proteins resulting in a number of reso-
nances comparable to those of small proteins. Different
techniques and applications have already been mentioned in Sec-
tion 2.2.2 and are found in recent reviews [87,183]. Segmental iso-
tope labeling has been used for solving the structure of the two
interacting RNA binding domains RRM3 and RRM4 of PTB in the
free state [164]. One domain was 15N/13C labeled and the other do-
main unlabeled and vice versa. Filtered and edited NOESY spectra
(see Section 2.3) were used to extract more than a hundred in-
ter-domain NOE restraints.

3.1.7. Resonance assignment of RNA in small to medium size
complexes

The assignment of an RNA bound to a protein follows similar
strategies to those used for assigning a free RNA. We refer to excel-
lent reviews describing the chemical shift assignment of RNAs
[184–188]. The main difficulty during the assignment procedure
of RNA is the small chemical shift dispersion found in the RNA su-
gar 1H resonances (Fig. 13A). Fortunately, the part of highest inter-
est, namely the RNA at the binding interface, often experiences
large chemical shift changes, leading to a larger dispersion of the
RNA 1H resonances (Fig. 13B) that helps the assignment process.
Furthermore, RNA nucleotides distant from the binding site typi-
C9 C4 H4'- '

C9 C5 H5'- '
C9 C5 H5'- "

B

equence of the hcnA mRNA (20 nt) [34] in its free state (A) and bound to the protein
re located above the following guanine base G10 in the complex.
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cally retain the same conformation as that of the free form and
therefore do not experience chemical shift changes upon binding.
For those nucleotides the resonance assignment of the free RNA
can then be transferred to the bound RNA.

Strategies for RNA assignment are either based on NOE cross-
peaks or on through-bond triple resonance experiments. The
NOE-based approach is commonly used for protein–RNA com-
plexes and has the advantage that it even works for fairly large
complexes. Triple-resonance or TOCSY based approaches are se-
verely hampered by relaxation effects due to slower tumbling even
in medium sized complexes. Nevertheless, a variety of double- and
triple-resonance experiments have been used to assign RNA reso-
nances of small peptide–RNA complexes. An 15N–1H Heteronuclear
Multiple Bond Correlation (HMBC) spectrum was used to unambig-
uously correlate guanine H1 imino to H8 resonances based on a
combination of H8-(N3/N9) and H1-(N3/N9) correlations [16]. By
using a 15N–1H HSQC experiment in addition, it was possible to
establish a link between uracil imino H3 and H5 protons via H5–
N3 and H3–N3 correlations and likewise cytosine amino protons
H41/H42 were correlated to H5 protons using H5–N4, H41–N4
and H42–N4 correlations [16].

Through-bond connectivities between the anomeric protons
H10 and H8/H6 can be established with HCNCH experiments or
indirectly via the 15N chemical shift using HCN experiments
[189,190] as was demonstrated on a 10 kDa peptide–RNA complex
[9]. Recent developments using TROSY and multiple-quantum
(MQ)-transfers improve sensitivity of triple resonance experiments
for RNA pushing the size limit to higher molecular weight [191].
For example, relaxation optimized HCN and HCNCH experiments
have been successfully measured on a 40 nt RNA aptamer [192]
and a MQ-HCN-CCH-TOCSY experiment was successfully applied
to a 32 nt RNA aptamer in complex with a 23 residue peptide
[193]. The application of a 3D TROSY-HCN has been demonstrated
for a 17 kDa protein–DNA complex [194]. Such experiments will be
very beneficial for RNA resonance assignment of protein–RNA
complexes in the future.

Resonance assignment of an RNA stem-loop starts typically
with the assignment of the imino signals using a 2D NOESY mea-
sured in H2O. The NOE-based approach continues with assigning
H2 of adenines followed by the H8/H6–H10 walk using a 2D NOESY
(D2O) and a 13C–1H HSQC. If the NOE based approach is combined
with nucleotide-specific labeling [195] the sequential assignment
walks, e.g. the H8/H6-H10 walk and the H8/H6-H20 walk are greatly
facilitated since intra-nucleotide NOEs and inter-nucleotide NOEs
can be distinguished with F1-filtered-F2-edited and F1-filtered-
F2-filtered 2D NOESY spectra [196]. An optimal situation would
correspond to an RNA in which each alternate nucleotide is labeled
Fig. 14. Different labeling schemes applied for the RNA component. 13C/15N labeled nu
labeling of a 20 nt stem loop used for the structure determination of the RsmE–hcnA c
together with cytosines. (C) and (D) Chemically synthesized 24 nt stem-loops with altern
Vts1-Sam domain complex [29]. In this case only the ribose was 13C labeled. (For interpret
version of this article.)
but this is not always possible for in vitro transcribed RNA. Exam-
ples of nucleotide-specific labeling of in vitro transcribed RNAs and
chemically synthesized RNAs containing alternating labeling are
shown in Fig. 14. F1-filtered F2-edited and F1-filtered F2-filtered
NOESY experiments are discussed in detail in Section 3.2 but
examples of such spectra are already shown in Fig. 15A, F1-fil-
tered-F2-filtered NOESY spectra of the RNAs depicted in Fig. 14A
and B show only intra- and interresidue NOEs among the black la-
beled nucleotides (Fig. 15B and C, respectively) whereas F1-fil-
tered-F2-edited NOESY spectra display only interresidue NOEs
between the labeled and unlabeled nucleotides.

In addition to the simplification of NOESY spectra, the overlap is
reduced in crowded regions of the 13C–1H HSQC such as seen for
C6/H6 and C10/H10 correlations (Fig. 16). In our experience combin-
ing two labeled nucleotides types like 13C/15N labeled G with U or A
with C gives optimal simplification [29,34,35]. This way the 13C–1H
HSQC is less overlapped because guanine C8–H8 correlations are
usually well-separated from the uracil C6–H6 correlations. The
same is true for adenine C8–H8 and cytosine C6–H6 correlations.
The severe overlap between C6–H6 signals of cytosines and uracils
is then circumvented.

Labeling with one single nucleotide type at a time has also been
used for the assignment of large RNAs [197] and also for a 28 kDa
protein–RNA complex [22]. With such samples, inter-nucleotide
NOEs can be distinguished from intra-nucleotide NOEs using 3D
13C NOESY and 4D 13C,13C NOESY spectra. Sequentially repeating
residues, e.g. GGG can be identified and used as starting point for
sequential assignment if this stretch is unique in the RNA se-
quence. When labeling with one nucleotide-type at a time, the
drawback is that four different samples need to be prepared and
3D and 4D spectra need to be recorded for all the samples.

Experiments involving 31P spins such as 2D 1H–31P and 3D
1H–13C–31P correlations [198–200] have also proved to be extre-
mely useful for the sequential backbone assignment of small RNAs
but become more and more impractical with the increased molec-
ular weight of protein–RNA complexes. This is because slow tum-
bling leads to signal loss because of the line broadening resulting
from the shorter 31P and 13C transversal relaxation times. However,
for the peptide–RNA complex structures that have been studied so
far, the molecular size did not exceed 15 kDa (see Table 1) and 2D
1H–31P and 3D 1H–13C–31P correlations could be applied. For exam-
ple, 2D 1H–31P Correlation SpectroscopY (COSY) or HETeronuclear
CORrelation (HETCOR) (with unlabeled RNA) and 3D HCP
(13C/15N labeled RNA) were used for the sequential assignment of
the RNA in complexes up to 11 kDa using through-bond couplings
[7,19,23,41,201]. 3D HCP correlations have been demonstrated up
to a size of 14 kDa using a 44 nt pseudo-knot [202]. This is approx-
cleotides are bold, underlined and colored in red. (A) and (B) Nucleotide specific
omplex [34]. Either guanines together with uracils are 13C/15N labeled or adenines

ating 13C labeling in the loop that were used for the structure determination of the
ation of the references to color in this figure legend, the reader is referred to the web
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Fig. 15. Illustration of the use of nucleotide specific 13C/15N labeling for the simplification of H8/H6/H2–H10 correlations in the spectra of the protein–RNA complex of RsmE
and the Shine Dalgarno sequence of the hcnA mRNA [34]. (A) Section of a 2D NOESY spectrum of unlabeled RNA and 15N labeled RsmE measured in D2O displaying NOEs from
H10 and Ha resonances. (B) Same region in a 2D F1-filtered-F2-filtered NOESY spectrum of 13C/15N Gua/Ura labeled RNA in complex with RsmE (15N labeled). All NOEs
involving guanine and uracil resonances are suppressed. (C) Same region in a 2D F1-filtered-F2-filtered NOESY spectrum of 13C/15N Ade/Cyt labeled RNA in complex with
RsmE (15N labeled). All NOEs involving adenine and cytosine resonances are suppressed. Spectra were recorded on a 900 MHz spectrometer.
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C. Dominguez et al. / Progress in Nuclear Magnetic Resonance Spectroscopy 58 (2011) 1–61 23
imately the upper size limit at which the HCP experiment can be
efficiently used due to the large 31P chemical shift anisotropy
relaxation effects and the short transverse 13C relaxation times.
3.1.8. Resonance assignment of RNA in large complexes
The NMR structure determination of large protein–RNA com-

plexes faces two major difficulties, line broadening and an in-
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Fig. 17. Pulse sequence elements for filtering. (A) original X-half-filter. (B) Modified
X-half-filter. (C) Modified X-half-filter with refocusing delay. (D) X-half-filter with
shaped 180� pulse. (E) z-Filter. Unless indicated otherwise pulses are applied with
phase x. The delay s is set to 1/2J. Narrow filled and wide unfilled rectangles
correspond to 90� and 180� pulses, respectively. Magnetic field gradients as well as
adiabatic 13C pulses are represented by sine shapes.
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creased number of overlapping resonances. Methods to overcome
these two effects on RNA are the use of specific 2H labeling
schemes and segmental isotopic labeling of RNA as discussed in
Section 2.3.3.

Although the line broadening of the RNA base proton signals
does not increase to the same extent as protein signals for a mol-
ecule of the same molecular weight, the ribose resonances broaden
as much as in proteins. Decreasing the 1H density by different
strategies of specific deuteration reduces the line broadening and
improves the quality of the spectra. Instead of randomly introduc-
ing 2H, selectively deuterated RNA nucleotides prove to be most
effective for assisting in the sequential assignment of RNA. Specific
2H and 13C labeling schemes have been developed by Williamson
and coworkers [104]. For example deuterium labels are introduced
at carbons 30, 40, 50 resulting in non-exchangeable protons at H10,
H20 and at the base positions H6, H8, H2 [203]. This can also be
combined with 13C labeling of the entire ribose [204].

1H labeling of a single nucleotide type in an otherwise deuter-
ated RNA was introduced by Summers and coworkers [197]. In
combination with nucleotide specific 13C/15N labeling as discussed
previously, the authors developed a strategy for assigning large
RNAs, for example the 101 nucleotide mW RNA. Nucleotide specific
protonated samples with an otherwise deuterated (�90%) back-
ground were analyzed using 2D NOESY spectra. The incomplete
deuteration was an advantage since weak internucleotide NOE
cross-peaks were observed whereas intra-nucleotide NOEs within
the deuterated nucleotides were absent. The line widths of these
spectra were much sharper compared to spectra recorded with
13C/15N labeled samples due to the absence or reduction of
1H–13C and 1H–1H dipole induced relaxation. The usefulness of
such a labeling scheme has been demonstrated for two protein–
RNA complexes with molecular weights of 31 and 39 kDa [10,45].

3.2. Restraints for the protein–RNA interface

Intermolecular NOEs between imino and protein protons can al-
ready be observed in 2D NOESY spectra recorded in H2O (Fig. 10A).
In order to fully define the intermolecular protein–RNA recognition
interface significantly more intermolecular NOEs are required.
These include sugar–aliphatic, aromatic–aliphatic, aromatic–aro-
matic and NH–aliphatic/aromatic NOEs. In principle highly-re-
solved 2D NOESY spectra measured in D2O and H2O contain all
these NOEs but often peaks cannot be assigned unambiguously be-
cause of the severe signal overlap. Therefore, specific NMR experi-
ments have been developed that use editing and filtering elements
to select for intermolecular NOEs.

3.2.1. Editing and filtering building blocks
To unambiguously identify intermolecular NOEs, samples with

opposite labeling of the two components are used (either the
RNA unlabeled and the protein 15N/13C labeled or vice versa, see
Figs. 11B–E) together with 2D and 3D NOESY spectra that select,
for example, protons attached to 13C in one dimension and to 12C
in another dimension. Selecting protons covalently attached to
NMR active nuclei (e.g. 1H[13C] or 1H[15N]) is called editing,
whereas suppressing such resonances and thus indirectly selecting
1H[12C/14N] is called filtering. Editing is widely used, e.g in a 15N-
edited NOESY–HSQC and can be applied with or without chemical
shift evolution of the heteronucleus. Editing can be achieved with-
out breakthrough of 1H[12C/14N] signals by phase cycling the
pulses on the heteronucleus and thus either selecting for multiple
quantum (HMQC-type) or hetero-nuclear single quantum (HSQC-
type) coherences that cannot be formed by 1H[12C/14N] nuclei.
Note that slightly mistuned delays and imperfections of pulses
only reduce the selected signal intensity but have no influence
on the perfect elimination of 1H[12C/14N].
Filtering is based on eliminating coherences formed by 1H and
the attached heteronucleus which can be antiphase-coherence
e.g. 2HxCz or 2HzCy or multiple quantum coherences. The reader
is refered to reviews that provide more information about the dif-
ferent experimental techniques employed [205,206]. The most
important filter elements are shown in Fig. 17. The initial X half-fil-
ter shown in Fig. 17A [207] consists of a spin-echo element of the
duration s with two simultaneously applied 180� pulses on both
the 1H and the X channel. The delay is set to 1/2J resulting in anti-
phase magnetization for a 1H–X spin system. A second 180� pulse
is applied on the heteronuclear channel (dashed) only every sec-
ond scan leading to a sign change of the antiphase magnetization
and thus cancellation upon summation. In an improved version
this 180� pulse is replaced by two consecutive 90� pulses as shown
in Fig. 17B [208]. Both 90� pulses applied with phase x result in a
180� pulse whereas the effect of the first 90� pulse is cancelled if
the second pulse is applied with phase x resulting in ‘‘no pulse’’.
The advantage is that less artifacts are generated due to similar off-
set dependencies of the 90�x90�x and the 90�x90��x pulse pairs in
comparison to one 180� pulse every second scan. A modified
half-filter with a refocusing time s is shown in Fig. 17C [208].
The disadvantage of the modified X half-filters is that the inversion
profile of such a 180� pulse consisting of two 90� pulses is not per-
fect and the elimination of 1H[X] is not complete as discussed later.
To improve the inversion profile of the first 180� pulse, shaped
inversion pulses and later on also adiabatic pulses were applied
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as shown in Fig. 17D [165]. To circumvent any 90� pulse on the
heteronucleus channel, the z-filter was developed as shown in
Fig. 17E [209]. Here the antiphase magnetization 2HxXz is un-
touched by a 90�x pulse in the 1H channel and subsequently elim-
inated by a purge gradient whereas the desired Hy term is
converted by the 90�x pulse to Hz that is not affected by the gradi-
ent pulse. The initially used hyperbolic secant inversion pulses are
best replaced by adiabatic pulses [165,196].
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M1 HG2/CG

M1 QE/CE
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L23
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Fig. 18. 3D 13C F1-edited F3-filtered HMQC-NOESY [212] at 600 MHz measured with a sa
spectrum was recorded exclusively with hard pulses using ns = 16, t1max = 12.2 ms, t2max

plane of the 3D spectrum at the 13C chemical shift of the CD1 of Ile3 showing intermol
Three-dimensional structure of the RsmE–hcnA complex illustrating the observed NOEs to
showing intermolecular NOEs. (D) Three-dimensional structure of the RsmE–hcnA comp
[470].
In order to completely eliminate 1H[13C] or 1H[15N] resonances,
it is critical that all coherences of these nuclei are in a form that can
be purged by pulses, pulsed field gradients and/or phase cycling. In
general, the antiphase term 2HxCz is formed from initial Hy magne-
tization after a delay s = 1/2JHC during which scalar coupling is ac-
tive. However, since the scalar couplings vary depending on the
type of proton, the delay should be slightly different for the elim-
ination of each proton. This can not be fully achieved experimen-
2

A12 H3'

A12 H2' G14 H5'
G14 H4'
G14 H5"

U13 H5"
U13 H5'U13 H4'
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mple of 13C/15N labeled RsmE in complex with unlabeled 20 nt hcnA mRNA [34]. The
= 38.7 ms, a recycle delay of 1.3 s and a total measurement time of 86 h. (A) F1–F3

ecular NOEs between QD1 of Ile3 and RNA resonances in the direct dimension. (B)
QD1 of Ile3. (C) F1–F2 plane of the 3D spectrum at the 1H chemical shift of U13 H10

lex illustrating the observed NOEs to U13 H10 . Figures were generated with molmol
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tally and a compromise value for the delay has to be used. There-
fore small breakthrough signals of the undesired 1H[13C] or 1H[15N]
nuclei can be present in such spectra. Another reason for break-
through signals are imperfections of radiofrequency pulses in par-
ticular of 13C inversion pulses that have to cover a large frequency
range. Either only aliphatic carbons (proteins: 5–75 ppm, RNA: 60–
110 (including C5) or aromatic carbons (proteins: 110–150 ppm,
RNA: 130–160 ppm) are filtered. Alternatively, the entire 13C fre-
quency range (proteins: 5–150 ppm, RNA: 60–160 ppm) is filtered
which means nearly perfect 13C pulses are required covering this
range. Adiabatic pulses like WURST [210] are well-suited for such
purposes. In contrast to such improved 180� pulses the broadband
excitation profiles of 90� pulses are not perfect and therefore filters
without 90� pulses on the heteronucleus such as z-filters (Fig. 17E)
should be used in order to prevent further breakthrough signals.

To improve filtering, two consecutive filter elements are often
used with either the same or different delays. In a double-tuned
purge, the first element can be tuned e.g. for RNA to 1JCH = 200 Hz,
which is optimal for suppressing base proton signals, and the sec-
ond element to 1JCH = 145 Hz, which is optimal to suppress signals
from ribose protons [196]. An approximately linear correlation be-
tween the 13C chemical shift and the scalar coupling constant 1JCH

was found by Kay and coworkers [165]. The time of active scalar
coupling can then be adjusted to the 1JCH scalar coupling just by
tuning it to the 13C chemical shift. This was achieved in a very ele-
gant way by using a carefully tuned adiabatic WURST pulse that
sweeps from high to lowfield and inverts first upfield shifted 13C
resonances (methyls) and at the end downfield shifted resonances
(aromatic region) [165]. For methyl groups with a small 1JCH, a
longer period during which scalar coupling evolves is active com-
pared to aromatic ring CH with larger 1JCH values for which a short-
er active coupling delay is active. Combining two such filter
elements gives excellent results for filtering either 13C labeled
RNA or 13C labeled protein signals. Slightly asymmetrical double
purges (delay and pulse of the first element slightly different than
in the second element) gave better results for filtering 13C labeled
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respectively. Magnetic field gradients as well as adiabatic 13C pulses are represented by s
The phase cycling employed is as follows: /1 = (x, � x) ; /2 = 4(x), 4(�x);/3 = 2(y), 2(�y)
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G3 = 1 ms (�12 G/cm), G4 = 500 ls (1.8 G/cm), G5 = 1 ms (6.6 G/cm), G6 = 500 ls (1.2 G/cm
to p. As adiabatic pulses 500 ls CHIRP pulses (80kHz linear sweep at 700 MHz, upfield to
application see Table 3. A presaturation period can be applied if the remaining water si

Table 3
Appropriate shaped pulses and tuned delays for the 13C F1-edited F3-filtered HSQC-NOES

S1 S2
Shaped pulse Shaped pulse

13C labeled RNA adiabatic at 85 ppm adiabatic at 85 ppm
13C labeled protein adiabatic at 67 ppm adiabatic at 67 ppm
13C labeled protein, aliphatic region 180 ls Q3 at 40 ppm hard rectangular
13C labeled protein, aromatic region 360 ls Q3 at 120 ppm hard rectangular
protein signals but not for filtering RNA signals [165]. Experimen-
tally, the method of Kay and coworkers and the method of a double
tuned purge are equally effective when two consecutive purge ele-
ments are used but the latter is slightly more sensitive due to the
shorter delays [196].
3.2.2. 2D and 3D filtered/edited NOESY experiments
A variety of 2D and 3D experiments based on filtering and edit-

ing elements have been used for the structure determination of
protein–RNA complexes. Filtered and edited NOESY spectra are
generally recorded in D2O in order to improve sensitivity because
of the increase in signal to noise and the ability to use a higher re-
ceiver gain. In addition, signals around 4.7 ppm are not obscured
by the water signal or artifacts from water suppression techniques.
A 2D 13C F1-filtered F2-filtered NOESY is used to derive NOEs with-
in the unlabeled smaller molecule (peptide or RNA) in the presence
of the 13C labeled larger molecule. Depending on line broadening,
sensitivity and requirements on the filtering efficiency, either only
one purge element in F1 and one in F2 is applied using tuned adi-
abatic pulses [211] or by using double purge elements according to
Feigon and coworkers [196]. Since 2D 13C F1-filtered F2-filtered
NOESY spectra are normally recorded in D2O, most amide protons
are absent because they are exchanged to deuterons. For the most
sensitive and cleanest 13C filters, either no 15N pulses are applied
(then the remaining amide protons appear as doublets in the spec-
trum) or 15N is decoupled during t1 and/or t2. Alternatively, 1H[15N]
is filtered in addition to 1H[13C] but since the 15N filter requires
longer delays than the 13C filter, the pulse sequence is either pro-
longed or one 15N filter element is combined with two 13C filter
elements [165]. In either case the performance of the 13C filtering
is compromised either by signal decrease due to relaxation effects
or by the appearance of more breakthrough signals.

To detect intermolecular NOEs, a variety of 2D and 3D filtered-
edited NOESY experiments have been developed. The 3D 13C F1-fil-
tered F3-edited NOESY-HSQC [165] detects the 1H[13C] resonance
in the direct dimension. This way an unambiguous identification
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Y spectra used in our laboratory at 700 MHz.

S3 s1 s2 s3

Shaped pulse (corresp. J) (corresp. J) (corresp. J)

adiabatic at 85 ppm 2.94 ms (170 Hz) 3.57 ms (140 Hz) 2.27 ms (220 Hz)
adiabatic at 67 ppm 3.45 ms (145 Hz) 4.00 ms (125 Hz) 2.78 ms (180 Hz)
adiabatic at 67 ppm 3.45 ms (145 Hz) 4.00 ms (125 Hz) 2.78 ms (180 Hz)
adiabatic at 67 ppm 2.78 ms (180 Hz) 4.00 ms (125 Hz) 2.78 ms (180 Hz)
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of the 1H[13C] resonance is achieved by the high resolution of F3 to-
gether with the 13C chemical shift in F2. However, for the identifi-
cation of the 1H[12C] resonance in F1 only low resolution is
available. The 3D 13C F1-edited F3-filtered HMQC-NOESY [212] de-
tects the 1H[12C] resonances in the well-resolved direct dimension
(Fig. 18A). This way, even intermolecular NOEs between three
nucleotides and a methyl group could be extracted as shown with
the spectrum of the RsmE–hcnA protein–RNA complex [34]. The
importance of these restraints is illustrated in the 3D complex
structure (Fig. 18B). The identity of the 1H resonance of the labeled
part can usually be determined via the 1H–13C correlations in F1
and F2 even if these dimensions have lower resolution (Fig. 18C).
The observed intermolecular NOEs between an H10 and four pro-
tein side chains are illustrated by the distances in the 3D structure
(Fig. 18D). However, since the original F1-edited F3-filtered HMQC-
NOESY uses only hard pulses that leads to break-through and arti-
facts with phase distortions, we now often use a 3D 13C F1-edited
F3-filtered HSQC-NOESY derived from the Bruker standard pulse
sequence ‘‘hsqcgpnowgx33d’’ that is based on a double tuned
purge filter using adiabatic pulses (Fig. 19). We prefer to detect
the 1H[12C] nuclei in the direct dimension, because resonances of
the unlabeled molecules can be more easily identified with high
resolution. Although the adiabatic pulses lead to satisfactory filter-
ing over the entire carbon range, we prefer to record two separate
experiments with complexes containing 13C labeled protein, one
optimized for the aromatic region, and one for the aliphatic region
because of better resolution (Table 3). In both experiments, we se-
lect the region of interest by applying a selective 180� pulse and
choose spectral windows and delays optimized for either aliphatic
or aromatic residues.

The 2D 13C F1-filtered F2-edited NOESY [196] based on double
tuned purge elements is mainly used for assignment and NOE
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Fig. 20. Spectra simplification of 2D NOESY spectra using F1-filtered F2-filtered and F1-fil
Dalgarno sequence of the hcnA mRNA [34]. (A) 2D NOESY spectrum of the unlabeled co
Intranucleotide NOEs are labeled black, internucleotide NOEs labels are underlined and
protein displaying only NOEs of the unlabeled RNA. In principle all signals as in the reg
intensity is reduced and some NOEs might not be present. This spectrum is typically use
the complex with 13C/15N Gua/Ura labeled RNA displaying only NOEs within the aden
distinguished from intra-nucleotide NOEs since only the later ones are visible. (D) F1-filt
no NOE cross peaks since the A8 and A12 H10 resonances are suppressed. (E) F1-filtered
internucleotide NOEs to the A12 H10 resonance. Such a spectrum reveals very crucial seq
where those NOEs might be overlapped. Spectra were recorded on a 900 MHz spectrom
extraction of nucleotide specific labeled RNA as shown in Fig. 20.
However, no additional NOEs are expected compared to the afore-
mentioned 3D experiments. Note that the filter and editing ele-
ments are rather long (for 13C: tuned purge 2.5–4.0 ms, double
tuned purge 6–8.0 ms; for 15N: tuned purge �5.4 ms) and can
therefore lead to signal loss due to relaxation effects. Some inter-
molecular NOEs are visible only in the very sensitive 2D NOESY
in D2O but not in the 2D or 3D filtered and edited NOESY. This is
illustrated by a comparison of a 2D NOESY (Fig. 20 A) and a 2D
13C F1-filtered F2-filtered NOESY (Fig. 20B) of the RsmE–hcnA pro-
tein–RNA complex [34]. However, signal overlap could be resolved
by two 2D 13C F1-filtered F2-filtered NOESY spectra using two dif-
ferently RNA-labeled complex samples (Fig. 20 C and E). An alter-
native method for detecting intermolecular NOEs is to compare a
F2 13C-filtered NOESY [211], in which the F1 dimension contains
signals of both 1H[12C] and 1H[13C] with a 2D 13C F1-filtered F2-fil-
tered NOESY [20]. Using this approach, there is even a chance to
see intermolecular NOEs from fast relaxing 1H–13C groups that
do not show up in 13C-filtered-edited 2D or 3D NOESY spectra.

3.2.3. Editing or filtering of NH
15N editing and filtering can be used in H2O combined with or

without 13C editing and filtering, which can be useful for detecting
intermolecular NOEs or intra-RNA NOEs between 1H[15N] and
1H[12C/14N]. 2D 15N/13C F1-filtered F2-filtered NOESY measured
in H2O is used to assign HN resonances of unlabeled peptides in
the presence of 15N/13C labeled RNA. A 3D F1 13C-edited F3
13C/15N-filtered HSQC-NOESY with WATERGATE, named
hsqcgpnowgx33d and a 3D F1 13C/15N-filtered F3 15N-edited
NOESY-HSQC with WATERGATE, named noesyhsqcf3gpwgx13d,
are part of the Bruker pulse sequence library and can be used for
the detection of intermolecular NOEs to amide groups. For example
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a 3D 13C/15N-filtered 15N-edited NOESY-HSQC was used to solve
the P22 N peptide-box B complex [7] in order to obtain 15
amide-RNA NOEs out of 81 intermolecular NOEs involving arginine
NeHe and NgH2. Since arginine side chains often play important
roles at the protein–RNA interface the intermolecular NOE re-
straints from arginine NeHe and NgH2 are crucial for defining this
interaction. A 2D 15Neg-edited HSQC-NOESY recorded in H2O was
very useful for obtaining such important intermolecular NOEs. An
additional filter resulted in a 2D 15Neg-edited, 13C/15N-filtered
HSQC-NOESY that yielded 43 intermolecular NOEs in the Rex pep-
tide–RNA aptamer complex involving arginine NeHe and NgH2 [19].

3.2.4. Alternative methods used to derive intermolecular NOEs
A sensitive method used to detect amide to aliphatic intermo-

lecular NOEs is based on high (>98%) deuteration of one compo-
nent that is also 15N labeled [213] in complex with an unlabeled
component. Any detected NH-aliphatic NOE is then an intermolec-
ular NOE. Typically, a 3D 15N-edited NOESY-HSQC or NOESY-TRO-
SY is recorded. Note that the method does not require filter
elements and is therefore more sensitive than the previously de-
scribed methods based on 13C labeling. In addition deuteration
slows down the relaxation so that also large complexes can be ana-
lyzed. This is a very promising approach for studying large protein–
RNA complexes but it has not yet been used for such complexes.

3.2.5. Special case: protein dimer
If the protein is a dimer, then several interfaces are present,

such as protein–protein, and protein–RNA interfaces. To identify
intermolecular protein–protein NOEs at the dimer interface, a
mixed isotopically labeled protein sample is crucial. Typically, a
50% unlabeled and 50% 13C/15N labeled protein sample is mixed
under denaturating conditions and refolded. For this procedure it
is crucial to show that the proteins are fully unfolded upon mixing
and that they can be refolded. Finally 25% of the dimers will be
unlabeled–unlabeled, another 25% labeled–labeled and 50% will
have the desired unlabeled–labeled pattern (Fig. 11J). A 3D F1-fil-
tered F3-edited 13C–1H HSQC-NOESY or a 2D F1-filtered F2-edited
NOESY can then be used to identify intermolecular NOEs at the di-
mer interface [38]. Another method used to detect inter-monomer
NOEs is based on recording a 3D 13C-edited NOESY spectra without
13C decoupling in the indirect 1H dimension yielding doublet sig-
nals for intra-monomer NOEs but singlet signals for inter-mono-
mer NOEs [157]. An alternative to the mixture of 50% unlabeled
and 50% 13C/15N labeled protein, is a mixture of >98% deuterated
15N protein and unlabeled protein [213]. The presence of ali-
phatic-NH NOEs in a 15N-edited (TROSY) NOESY indicate intermo-
lecular NOEs. The advantage is that it is less sensitive to the
Fig. 21. Illustration of distinguishing chains in a dimeric protein–RNA complex [34]. (A) D
and intermolecular NOEs were observed are schematically indicated in red on one of the
two RNA molecules (chains C and D). Figures were generated with molmol [470].
molecular size and thus large complexes can be studied. However,
only intermolecular NOEs from exchangeable amide protons are
visible.

If the dimer interface of a homodimer overlaps with the RNA
binding interface, then protein–RNA intermolecular NOEs become
ambiguous. This is illustrated with the symmetric protein dimer
RsmE that binds two RNA stem loops [34]. The two protein mono-
mers are labeled A and B and the RNA (molecule C) binds at the di-
mer interface between A and B, then observed intermolecular NOEs
to the RNA can originate from either protein molecule A or B
(Fig. 21). However, chemical shift mapping on the known 3D struc-
ture of the free protein dimer resulted in two symmetry-related
binding sites that are clearly separate. Then it became apparent
that residues from b-strand b1 from monomer A and residues from
b-strands b3, b4 and b5 from monomer B form one RNA binding
site. Assigning the intermolecular NOEs to the two protein and
two RNA molecules was only possible with the knowledge of the
free protein structure.

The aforementioned examples presented symmetric dimers
bound to either two identical RNAs or to one symmetrical RNA
resulting in C2 symmetry of the whole complex. In contrast, the
symmetry of the homodimer LicT-CAT is broken when bound to
a non-palindromic RNA stem-loop and most amino-acid reso-
nances split into two components [40]. This break in symmetry
led to two separate sets of resonances for each monomer and pro-
tein–protein inter- and intra-molecular NOEs could then be distin-
guished. Likewise protein–RNA intermolecular NOEs could be
unambiguously assigned to each monomer.
3.3. Hydrogen bond and angle restraints

3.3.1. Experiments for obtaining hydrogen bond restraints
Amide protons that are protected from H to D exchange are typ-

ically involved in a hydrogen bond. However, the hydrogen bond
acceptor cannot be derived from such exchange data. Before dis-
cussing recently developed experiments that identify unambigu-
ously the hydrogen bond acceptors, we will discuss other
indicators of potential intermolecular hydrogen bonds.

Intermolecular hydrogen bonds typically lead to the largest NH
and C0 chemical shift deviations between the free and bound pro-
tein state. This is illustrated using the RsmE–hcnA mRNA complex
in Fig. 22. The two largest NH chemical shift deviations (I3 and T5
amides) result from formation of intermolecular hydrogen bonds
to two adenines (A8 and A12, respectively). Typically the amide
1H resonances are downfield shifted upon the formation of hydro-
gen bonds, most pronounced for hydrogen bonds to RNA bases.
This downfield shift is likely dominated by the ring-current effect
imer of the protein RsmE with chain A and B. Regions where chemical shift changes
two symmetric binding sites. (B) One complex structure of the final ensemble with
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of the base since most downfield chemical shifts (>10 ppm) are ob-
served in intermolecular hydrogen bonds to purine N7 and adenine
N1 where the protons are very close to the strong ring current of
purines (Fig. 23). Amide 1H Chemical shifts of 8.9–9.5 ppm are typ-
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ical for intermolecular hydrogen bonds to carbonyls of the RNA
bases. In all those cases large NH chemical shift deviations oc-
curred. There is no up- or downfield trend for C0 chemical shifts
upon hydrogen bond formation but typically chemical shift devia-
tions in the range of 0.5–3 ppm occur. When such chemical shift
deviations of NH and C’ are observed, these can then be used as
an indication for an intermolecular hydrogen-bond. Note that the
hydrogen-bond partner is not identified this way. Typically, poten-
tial hydrogen bonding partners are derived from initial structure
calculations without any hydrogen-bond constraints. An iterative,
step-wise introduction of such hydrogen-bonds into the refine-
ment of the structure is typically used and results in better conver-
gence of the calculations.

Recently a variety of experiments that directly identify unam-
biguously hydrogen-bond partners have been developed [214].
These are based on detecting the small scalar couplings across
hydrogen-bonds which are in the range of 5–11 Hz (h2JNN) for N–
H � � � N bonds and only �0.1 to �0.9 Hz for N–H � � � O=C bonds.

The fairly sensitive HNN-COSY experiment [215,216] is increas-
ingly being used to detect hydrogen bonds in RNA base pairs by
correlating the imino 1H with the 15N frequency of the hydrogen
bond acceptor. The experiment uses TROSY to reduce relaxation ef-
fects so that larger molecules can also give sufficient signals to be
studied. The HNN-COSY has been used for the structure determina-
tion of protein–RNA complexes ranging from 10 to 28 kDa
[9,16,22,36]. A detailed protocol for the HNN-COSY TROSY was re-
cently published [217]. Commonly, if a signal based on h2JNN is de-
tected in a Watson–Crick base-pair, then all Watson–Crick
hydrogen bonds are used as restraints. Modified versions exist to
detect also amino N–H� � �N hydrogen bonds as demonstrated with
a DNA helix and quadruplex [218,219] and an RNA pseudoknot
[220] but these HNN-COSY versions have not been used so far for
protein–RNA complexes. To be measured, such hydrogen bonds
would be required to have both components labeled. In the future,
an HNN-COSY with adiabatic pulses [220] will be the method of
choice for measuring intermolecular amide N–H� � �N hydrogen
bonds, e.g. to N7 of adenine or guanine. Detecting N–H� � �O=C
hydrogen bonds would be also possible but the H(N)CO experi-
ments [221,222] or H(N)CO TROSY experiments [223,224] are very
insensitive due to the small h3JNC0 coupling constant of �0.1 to
�0.9 Hz. Although the use of the H(N)CO TROSY for identifying
hydrogen bond acceptors has been demonstrated on a 30 kDa deu-
terated protein at 0.7 mM measured for approximately four days
on a cryogenic probe [223], it has not yet been used for protein–
RNA complexes.

The most valuable hydrogen bond constraints for protein–RNA
complex structures are intermolecular hydrogen-bonds. Such data,
measured via scalar couplings, have not been used for structure
calculation so far but it would be very valuable to have direct
experimental evidence for such hydrogen-bonds. The first direct
NMR detection of intermolecular hydrogen bonds between an
RNA and a protein has been observed between an arginine side
chain NgHg and a guanine N7 atom [225] of the human T-cell leu-
kemia virus (HTLV)-1 Rex peptide and a 33-mer RNA aptamer [19]
after the structure had already been published. There might even
be the possibility of detecting hydrogen bonds between backbone
or side-chain amides with RNA phosphates oxygens because the
scalar couplings h3JNP are in the order of 1.7–4.6 Hz as observed
for N–H� � �O=P hydrogen bonds in a flavodoxin containing a ribofla-
vin 50 monophosphate [226] and in a Ras(Q61L)–GDP complex
[227]. Such experiments require a probe tunable to 15N and 31P,
for example a 1H/13C/15N/31P quadruple probe head.

3.3.2. Experiments for obtaining angle restraints
Scalar couplings can be used to extract angle restraints for

structure calculations of proteins and of RNA since J couplings
are related to dihedral angles by Karplus type equations. Experi-
ments for the measurement of J-couplings in proteins were devel-
oped at an early stage of protein NMR. Use of J-coupling for
structure calculation in proteins have been reviewed by Bax and
coworkers [228].

Scalar couplings 3JHNHa are measured using the diagonal-peak to
cross-peak intensity ratio in a 3D 15N-separated quantitative J-cor-
relation spectrum HNHA [229]. 3JHNHa is used to derive / backbone
angle restraints or can be directly implemented in structure calcu-
lation programs, e.g. X-PLOR, XPLOR-NIH and CNS. In protein–RNA
complexes, measurement of 3JHNHa has been regularly used
[6,7,9,16,18,19,24,26,33,37]. Backbone angles / were restrained
for example to / = � 120 ± 45� if 3JHNHa > 7.5 Hz [18]. For small
couplings a constants (3JHNHa < 6.0 Hz) sometimes / is restrained
to �50 ± 45� [18], but such a constraint ignores residues in the aL

region of the Ramachandran plot (with / = 60 ± 45� and
3JHNHa = 4–7.5 Hz). Such constraints should therefore be
either omitted or only included with great care in structure
calculations.

To derive other backbone and side-chain angles, a combination
of several J coupling constants need to be measured. Scalar cou-
plings of Hb to amide (3JHbN) and carbonyl (3JHbC0) are measured
from 3D HNHB [230] and 3D HN(CO)HB spectra [231] using signal
intensity ratios. The 3JHbN depends on the angles w and v1 whereas
3JHb C0 depends on / and v1. 3JHaHb depends solely on v1 and can be
measured using a 3D HACAHB-COSY experiment for which the
coupling constant is also based on diagonal-peak to cross-peak
intensity ratios [232]. For the aliphatic side chains of Thr, Ile and
Val, the scalar couplings 3JNCc and 3JC0Cc are measured with spin
echo difference constant time HSQC spectra [233,234]. Here the
signal is detected on the methyl protons. 3JCcN and 3JCcC0 directly
depend on v1. For valines, stereo-specific assignment of the methyl
groups is required. In order to measure 3JNCc and 3JC0Cc of all resi-
dues containing a Cc (not restricted to Thr, Val, Ile), 3D HNCOCc
and 3D HNCc experiments were developed [235]. In protein–RNA
complexes, v1 angles have been derived from 3JC0Cc and 3JNCc scalar
couplings [18,24,37]. Alternatively chemical shifts are often used
to derive the backbone angles / and w for protein–RNA complexes
using the program TALOS [236] or the recently released TALOS+
[237].

Several techniques for deriving scalar coupling restraints for
RNA structure determination have been reviewed
[185,186,188,238,239]. Whereas conventional methods based on
J-couplings can be applied to small peptide–RNA complexes
(<15 kDa) to derive RNA torsion angles only a few methods are
suitable for larger protein–RNA complexes (>15 kDa). Therefore
only C20 endo and C30 endo ribose sugar pucker conformations
have so far been identified using 2D TOCSY and 2D double quan-
tum filter (DQF)-COSY spectra for protein–RNA complexes. The
presence of a strong H10–H20 signal in a DQF-COSY spectrum indi-
cates a C20 endo sugar pucker while the absence of such a signal
indicates a C30 endo pucker. In a 2D TOCSY experiment a strong
signal for the H10–H20 correlation and a weak signal for the H10–
H30 correlation are observed for a C20 endo sugar pucker while
the absence of these signals indicates a C30 endo sugar pucker
(Fig. 24A). C20 endo conformations are typically found in loops
and in single stranded RNA whereas in A-form RNA the ribose
pucker typically adopts a C30 endo conformation. The d angle
is then restrained to 130–190� or 50–110� for the C20 endo or
C30 endo pucker, respectively. The C30 endo pucker is only re-
strained when the absence of the H10–H20 and H10–H30 cross
peaks is not caused by line broadening effects which can be
checked in other spectra such as 2D NOESY (Fig. 24B). For the
case where the 2D spectra are too crowded, a 3D 13C-edited
TOCSY-HSQC can also be applied to extract the same informa-
tion [23].
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Fig. 24. 2D spectra of 15N RsmE in complex with a 20 nt fragment of hcnA mRNA [34]. (A) 2D TOCSY spectrum recorded with four scans, a recycle delay of 1.3 s and
t1max = 27 ms in 52 min. Both, the H10–H20 and the H10–H30 correlation are observed for nucleotides G10 and U13 and were translated into 20 endo conformational restraints
(d = 130–190�). The signals of G10 are weaker probably due to some exchange phenomena, which are also broadening some other resonances of nuclei in the vicinity. The
chemical shifts of H20 and H30 of G11 coincided leading to one strong signal consisting of both, H10–H20 and H10–H30 correlations. Thus 20 endo conformational restraints were
also applied to G11. For C9 only the H10–H20 correlation but not the H10–H30 correlation was detected. In this case a loose constraint allowing for both 20 and 30 endo pucker
was applied (d = 50–190�). (B) 2D NOESY spectrum for comparison. Spectra were recorded at 900 MHz.

C. Dominguez et al. / Progress in Nuclear Magnetic Resonance Spectroscopy 58 (2011) 1–61 31
3.4. Long range restraints – global orientation

For most protein–RNA complexes, the structure determination
has been primarily based only on the observation of intermolecular
NOEs to derive intermolecular distance constraints. However, sev-
eral protein–RNA complexes have poor specificities and affinities
(in the higher micro–molar range). Dynamic interfaces and chem-
ical exchange might hamper the collection of enough intermolecu-
lar NOEs to properly define the orientation of both macromolecules
relative to each other. Furthermore, elongated structures like nu-
cleic acid stems in protein–RNA complexes have poor global preci-
sion and accuracy due to the short-range nature of the NOE
restraint (<6 Å). When the molecular size of the complex increases,
spectral crowding and increased relaxation might prevent collec-
tion of enough NOE restraints to determine the structure. There-
fore, the introduction of long-range orientational restraints such
as residual dipolar couplings (RDCs) or long-range translational re-
straints such as paramagnetic relaxation enhancement (PRE) has
enabled the successful study of large protein–RNA complexes by
NMR spectroscopy (see Fig. 25).
3.4.1. Residual dipolar couplings
In isotropic solution, the dipolar coupling between two spins is

averaged to zero because of fast isotropic molecular tumbling on
the NMR timescale. However, molecules having a strong anisot-
ropy in their magnetic susceptibility can partially orient in a mag-
netic field. In this case the dipolar coupling is not averaged to zero.
The residual dipolar coupling depends on the strength of the mag-
netic alignment of the macromolecule, on the distance between
both nuclei and their identity, and most importantly, on the orien-
tation of the inter-nuclear bond vector with respect to the mag-
netic field [240]. Therefore, residual dipolar couplings contain
long-range orientational information that is not present in conven-
tional NOE restraints. The alignment of the macromolecule in the
magnetic field can be induced either by its own anisotropic mag-
netic susceptibility or by the use of an external orienting medium
[241,242]. The elongated structure of nucleic acids can even allow
RDC measurements without the need of an alignment medium.
The first example, where RDCs were used to refine an NMR struc-
ture, was provided by Bax and coworkers on a nucleic acid–protein
complex [243]. RDCs could be obtained by magnetic field induced
alignment of a protein in complex with a 16-nucleotide DNA. A
high value of magnetic anisotropy is observed, when coplanar
stacking of a significant number of aromatic rings occurs like in a
helix of a nucleic acid. However, several protein–RNA complexes
do not possess large enough magnetic anisotropic tensors to yield
RDCs of useful magnitude. Therefore, all protein–RNA complexes
published to date have required the addition of an external align-
ment medium, in order to yield residual dipolar couplings of useful
magnitude. The alignment medium should not interact specifically
with the macromolecules (to prevent severe line-broadening and/
or sample precipitation) and should be stable under a broad range
of buffer conditions. Several alignment media such as bicelles, fil-
amentous phages, cetylpyridinium-based media, purple mem-
brane fragments, cellulose crystallites, alkyl poly(ethylene glycol)
and polyacrylamide gels have been developed over the years (re-
viewed in [240,244]). The negatively charged Pf1 filamentous bac-
teriophage is well suited for aligning nucleic acids and nucleic
acid-protein complexes, because of repulsive interactions between
the alignment medium and the macromolecules [245]. Therefore,
the macromolecule is usually aligned by weak steric contacts with
the medium [246]. Due to its very convenient handling and its
excellent properties, Pf1 filamentous bacteriophage is the most
commonly used alignment medium for protein–RNA complexes.
It can simply be added to the macromolecular sample (The buffer
containing the Pf1 phage might be exchanged by ultracentrifuga-
tion and resuspended in the appropriate buffer before mixing with
the sample). It is fully aligned even at low magnetic fields
(300 MHz) and its alignment is constant over useful ranges of tem-
perature (15–45 �C in general, down to 5 �C in certain cases), pH
(5.5–8.0) and buffer (0–100 mM NaCl, 10–50 mM Na-phosphate
or Tris) [245,247]. The degree of alignment of the macromolecule
is simply tuned by modifying the phage concentration. However,
in some cases, the use of another alignment medium was required
because of interactions of Pf1 with the macromolecule of interest.
Bicelles, which are prepared by mixing dihexanoyl-phosphatidyl-
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choline/dimyristoyl-phosphatidylcholine (DHPC/DMPC) phospho-
lipids [32,242,248], have been successfully used as well as
C12E6/hexanol, which is applicable over a wide pH- and tempera-
ture-range (10–40 �C) [20,39].

In principle, RDCs can be measured between two arbitrary
spins, which are close in space. As the dipolar couplings do not
scale with r�6 but with r�3, longer 1H–1H interaction distances
can be observed as compared to those extracted from NOEs.
1H–1H long-range through-space dipolar interactions of protons
separated by 7.4 Å in a 16mer DNA duplex [249] or 1H–31P RDCs
in the 30mer HIV-2 TAR (trans-activator response element) RNA
[250] were observed. In addition, several one- and two-bond
15N–1H,13C–1H, 13C–13C and 13C–15N couplings can be measured
both on nucleic acids and proteins [240,251,252]. Because of the
often large linewidths found in protein–RNA complexes, resulting
from increased molecular size and exchange broadening, only
one-bond 15N–1H, 13C–1H and 13C–13C dipolar couplings of large
magnitude have been used in the structure determination of pro-
tein–RNA complexes [10,11,18,20,22,23,27,29,32,35,39]. In addi-
tion, the one-bond RDCs are more easily interpretable since both
the inter-nuclear angle and bond length are well defined [240].
In nucleic acids, the best resolved one-bond correlations are the
imino 15N–1H, the aromatic 13C–1H and the sugar 13C10–1H10 pairs
[185], which are therefore best suited for extracting RDCs. On the
protein side, mainly amide 15N–1H and sometimes 13C–13C or
13C–1H couplings have been measured for this purpose [18].

One-bond 15N–1H and 13C–1H coupling constants can simply be
extracted from a t1-coupled and/or t2-coupled HSQC spectrum
[20,39], measured both in isotropic solution (yielding the scalar
coupling constant J) and in the presence of magnetic alignment
(which yields the sum of scalar coupling J and residual dipolar cou-
pling D). In higher molecular weight systems, measuring splittings
in coupled HSQC spectra is no longer possible because of spectral
overlap and dramatic line-broadening of the upfield TROSY compo-
nent [253]. To overcome spectral overlap, the upfield or downfield
component can be extracted separately by adding or substracting
the in-phase and anti-phase doublet recorded from two different
spectra [254,255]. This experiment is called IPAP for in-phase/
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anti-phase. Furthermore, if the faster relaxing TROSY upfield com-
ponent is too broad to be accurately measured, the coupling con-
stants can be determined by measuring the frequency difference
in Hz between a resonance in a 15N–1H TROSY and a decoupled
15N–1H HSQC spectrum yielding half the coupling constant [240].
One-bond amide 15N–1H couplings can be recorded in very high
molecular weight systems when they are measured on perdeuter-
ated proteins. It is important to record the TROSY spectrum with
heat-compensation to account for temperature differences, which
might be generated during 15N-decoupling during acquisition in
a decoupled 15N–1H HSQC. Coupling constants of one-bond aro-
matic 13C–1H pairs in large systems can be extracted from both
13C-lowfield components in a 1H–13C TROSY spectrum [256,257].
Because of the large homonuclear 13C–13C couplings, well-resolved
13C5–1H5 and 13C6–1H6 couplings must be acquired using a con-
stant time version of the 1H–13C TROSY experiment. An alternative
approach has been presented, where 13C–13C homonuclear cou-
plings were removed by using a fractionally 15% 13C labeled 33-
mer RNA [258].

Once the RDCs are measured, they can be included into the
structure calculation. Several papers and reviews have discussed
and compared the different approaches for determining the align-
ment tensor and how to include the measured RDCs (both local
RDCs of separate domains and global RDCs of the whole complex)
into the structure calculation and refinement [240,259,260]. Most
methods for the determination of the alignment tensor usually
do not work well for the RNA component, where the set of RDCs
is often limited and the predicted RDCs from initial structures do
not fit well to the experimental RDCs [260]. If enough bond vectors
are measured and if they are evenly distributed all over the orien-
tational space, a histogram of the ensemble of normalized RDCs
will approximate to a powder pattern, from which the magnitude
of the axial and rhombic components can be extracted in the ab-
sence of any structural information [261]. In studying two TAR
RNA–peptide complexes, a uniform distribution of bond-vectors
all over the RNA allowed one to get an initial estimation of the
magnitude and the rhombicity with the histogram of RDCs mea-
sured on the RNA [11,23]. However, the highly regular structure
of an RNA double helix gives rise to a non-random distribution of
orientations of the inter-nuclear vectors, preventing the use of a
histogram of the bond vectors for the determination of the tensor
components. An alternative method has therefore been developed
by Varani and coworkers [248]. Initial values for the magnitude of
the alignment tensor Da were estimated with the histogram of the
protein amide NH RDCs followed by a grid-search procedure
searching over a small range of Da and the rhombic component R
to minimize the difference between the measured RDCs and those
predicted from the structure calculated with the RDCs included
[11,32,248,262]. Other groups have used a direct refinement
against the measured RDCs in AMBER using a dipolar energy term
[18,29,35,263]. The optimal alignment tensor for a fixed structure
was found by optimizing the five parameters of the alignment ten-
sor minimizing the dipolar energy term [263]. Using this approach,
it is important to use a small value for the dipolar force constant
and to increase the angle and the torsion force constant at the early
steps of structure refinement to prevent high violations of local
geometries [263]. Subsequently, during the refinement, the dipolar
energy term is then increased.

The power of RDCs to refine the structures of protein–RNA com-
plexes was first presented by Varani and coworkers [248].
Although the structure of the first protein–RNA complex solved
by NMR, U1A in complex with the polyadenylation inhibitory ele-
ment (PIE) RNA, was determined with high precision at the pro-
tein–RNA interface [2], the relative position of the two extruding
elongated double helical stems were not well defined in this struc-
ture calculated without RDCs. One-bond 15N–1H and 13C–1H RDCs
were measured on this 23 kDa complex for both the protein
amides and RNA imino-, base- and sugar resonances. Inclusion of
RDCs did not change the precision of the structure but changed
the global conformation of the RNA significantly. On the other
hand, measurements of 13C RDCs on the TAR RNA in a complex
with a peptide significantly improved the global precision of the
RNA structure from 2 Å to 1 Å root mean square deviation (RMSD)
(all heavy atoms) when RDCs were included [23].

RDCs have also been used to improve the relative orientation of
different protein or RNA domains in protein–RNA complexes
[18,20,22]. The ensemble of structures of a 9-nucleotide single-
stranded RNA in complex with the two zinc finger domains of
Tis11d separated by an 18 amino-acid linker calculated from
NOE and torsion angle restraints only were poorly superimposable
due to the elongated shape of the complex [18]. Although the local
structure was well defined, the relative orientation of both zinc fin-
ger motifs was poorly defined. However, the overall shape of the
complex was defined upon inclusion of RDCs measured on the pro-
tein. To investigate the possibility of domain motions, the struc-
tures were also refined using independent alignment tensors for
each zinc finger. The alignment tensors of both domains were very
similar indicating highly restricted inter-domain motions. In an-
other study, by comparing the relative protein domain orientations
in the binary L11-RNA and the ternary L11-RNA-thiostrepton com-
plex using RDCs, it was observed that the relative domain orienta-
tion of both L11 ribosomal protein domains changes upon binding
to the RNA and the thiostrepton antibiotic [46]. The antibiotic thio-
strepton locks the L11 conformation in a more rigid inhibitory state
and rearrangement of the N-terminal domain occurs upon binding
to the RNA and thiostrepton.

A sparse number of intermolecular NOEs might prevent a prop-
er docking of the RNA onto the protein. By measuring RDCs on both
the protein and the RNA in a phospholipid solution, the orientation
of a double-stranded RNA with respect to dsRBD3 of Staufen could
be established despite the fact that only a few intermolecular NOEs
were observed [32,264]. Negative values for the amide 15N–1H
RDCs in two a-helices (where 15N–1H bond vectors point along
the a-helical axis) and positive couplings for both imino 15N–1H
and base 13C–1H of the RNA double-helix (where base protons
and imino protons point perpendicular to the double-helical axis)
indicated that Staufen is bound to the dsRNA with the a-helices
approximately parallel to the RNA double-helix. Following this pio-
neering work by the Varani lab, other protein–RNA complex struc-
tures were refined using RDCs measured on both protein and RNA
to improve their mutual orientation in the complex [22,29,32,35].

Except for the PIE RNA–U1A complex [248], the power of orient-
ing different RNA helical stems could unfortunately not be used so
far for other protein–RNA complexes. Because of precipitation in
presence of Pf1 phage and severe line-broadening using 5% poly-
acrylamide gel, high-quality 1H–13C RDCs could be obtained only
for the three short stem-loops in isolation but not for the pro-
tein–RNA complex between the nucleocapsid domain of the retro-
viral Gag polyprotein and the 101 nucleotide core encapsidation
segment of the MoMuLV w site (w RNA) [10]. The same problem
occurred in the structure determination of the 82-nucleotide seg-
ment of the 50UTR lw RNA packaging signal and the NC protein
[45]. However, orienting different helical domains in nucleic acids
has already been shown several times for medium size to large
RNA molecules. The global structure of tRNAVal [265], the hammer-
head ribozyme [266] or of a branched nucleic acid Holliday Junc-
tion [267] has been determined using RDCs. In the future, it is
expected that RDCs will play an important role in orienting differ-
ent RNA helical segments also in large protein–RNA complexes.

RDCs can be used to gain information on the global structure
but can also improve significantly the local structure. Measuring
amide 15N–1H and 1Ha–13Ca one-bond couplings on a protein in a
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complex with a 16-nucleotide DNA oligonucleotide improved the
quality of the protein backbone structure significantly [243]. The
percentage of residues lying in the most favorable region in the
Ramachandran plot increased from 62% using no RDCs to 71%
(including only 15N amide RDCs) and to 79% if both 15N–1H
and 13C–1H one-bond RDCs were included [243]. Inclusion of RDCs
on the RNA part is even more important for increasing the
local precision and accuracy, which has been shown on RNA or
DNA [133,268,269], and protein–RNA complex structures
[22,23,29,35,45,197]. Compared to proteins, RNAs yield only a lim-
ited number of NOEs, which are insufficient to obtain a precise lo-
cal structure. For example, a looped-out guanine base, in which the
imino resonance is not protected and therefore not observable,
contains only one proton (H8), that can give NOEs. Use of RDCs
in addition might therefore help dramatically to define the orienta-
tion of the base. A study refining the solution structure of the iron-
responsive element RNA with RDC has discussed very extensively
the impact of RDCs on both the local and global structure [260].
Molecular dynamic calculations with simulated constraints de-
rived from two DNA duplex molecules have also shown that RDCs
improve the local structure while also dramatically improving the
global structure [268,269].

In summary, RDCs measured in protein–RNA complexes are
very powerful for defining the global orientation of several protein
or RNA domains in a macromolecular complex and for docking the
RNA onto the protein, especially if only few intermolecular NOEs
are observed. Additionally, orientational information obtained
from RDCs can not only refine the global structure of an elongated
part like a RNA helical stem, but can also contribute to increased
quality of the local structure. Aiming at solving the structure of
macromolecular complexes of ever increasing size, the use of RDCs
will gain more and more importance and become indispensable in
the future.

3.4.2. Paramagnetic relaxation enhancement
RDCs yield long-range orientational information but do not con-

tain any translational information. Although two domains or two
macromolecules in a complex can be oriented with respect to each
other, their inter-domain or inter-molecular translational displace-
ments cannot be obtained with RDCs. Furthermore, measuring
RDCs normally requires the addition of an alignment medium that
should not interact with the macromolecule in order to prevent
line-broadening or precipitation, which has already been observed
[10,45,197]. In addition, RDC data have orientational degeneracy,
leading to four different possible inter-domain orientations, when
measured in a single alignment medium [270]. In the absence of
intermolecular NOEs or other information such as mutational data,
RDC data are generally not sufficient to provide an unambiguous
relative orientation of two domains or components in a complex.

PRE yields long-range distance information and can be very use-
ful in complementing the long-range orientational information ob-
tained from RDCs [271,272]. The presence of a paramagnetic center
enhances relaxation of nuclei within a radius of up to 35 Å from the
paramagnetic center dependent on the identity of the latter (see
Fig. 25 as an illustration) [272]. The paramagnetic relaxation
enhancement of a nucleus by a biochemically introduced paramag-
netic center can be directly correlated to a distance between the
nucleus and the paramagnetic center. This distance can be deter-
mined by measuring the intensity ratio between correlations found
in the 15N–1H or 13C–1H HSQCs of the paramagnetic and the corre-
sponding diamagnetic sample, which is obtained by reducing the
paramagnetic center [271,272].

Paramagnetic probes can be introduced both on the protein and
on the RNA molecules in order to measure long-range distances in
protein–RNA complexes. Site-directed spin labeling on the protein
can be performed by engineering a single cysteine mutation at dif-
ferent sites on a protein [271]. If more than one cysteine is natively
present, they should be mutated into alanine. Most commonly, a
nitroxide spin-label is introduced by the reagent MTSL ((1-oxyl-
2,2,5,5-tetramethylpyrroline-3-methyl)-methanethiosulfonate) to
a cysteine yielding a disulfide bond [38,271,273]. Other types of
approaches have been the use of small peptides attached to the
N-terminus of the protein or tags attached to cysteine residues,
which bind paramagnetic ions such as lanthanides (reviewed re-
cently in [274]). It is important that the cysteine mutation and
the introduced tag neither disturb the protein expression or folding
nor interfere with the protein–RNA interaction. This can be
checked by comparing the 15N–1H or 13C–1H HSQC spectra of both
native and spin-labeled protein in the diamagnetic state. Further-
more, it should be mentioned that removal of unreacted nitroxide
label is crucial, because of the non-specific electron–proton relax-
ation that might occur due to the binding of unreacted nitroxide la-
bel to exposed hydrophobic patches on the protein [38]. Removal
of unreacted nitroxide can be achieved by extensive dialysis or
by additional purification steps.

Paramagnetic tags on the RNA side have mostly been intro-
duced by incorporating a thiouridine base, to which a proxyl radi-
cal can be attached [95,275,276]. It has been shown, that
thiouridines can also be attached to base-paired sites in a RNA he-
lix, without disturbing the secondary structure [277]. Another
promising method is to introduce the tag on the phosphate back-
bone by linking a proxyl radical to a modified thiophosphate either
at the 50 of the RNA [278] or in an internal position [279]. The po-
tential problem of the inherent flexibility of the tag as well as the
existence of two diastereomers in the phosphorothioate linkage
can be overcome by sampling the distribution of the tag orienta-
tions allowing an accurate distance measurement [279]. For a
small 21 nt RNA, it was possible to separate both diastereomers
by reverse-phase or anion-exchange HPLC [280]. It has to be men-
tioned that a deoxynucleotide has to precede the thiophosphate in
order to prevent strand scission upon labeling of the phosphoro-
thioate linkage [281]. More recently, Edwards and Sigurdsson have
proposed a fast and efficient method for incorporating a proxyl la-
bel into the sugar 20-position, which does not significantly disrupt
the RNA structure and where the linkage provides moderate
restriction on the motion of the probe [282,283]. Several other
methods for introducing a label into RNAs like at the 50- or 30-
end, into the 5-position of pyrimidines or the 2-position of ade-
nines have been recently reviewed [284].

Paramagnetic relaxation enhancement has been used only in
three studies of protein–RNA complexes so far [27,38,95,264].
The structure of the 38 kDa trimolecular complex between two
U1A proteins and the PIE RNA, was solved by introducing single
cysteine mutations and attaching a nitroxide spin-label at three
different positions on an unlabeled U1A protein [38]. By mixing
with another equivalent of each 15N labeled U1A protein and unla-
beled PIE RNA, Varani and coworkers measured 30 unambiguous
intermolecular long-range distance constraints, which were trea-
ted very conservatively by applying an upper limit of 25 Å. The
ensembles obtained with and without PREs were superimposable.
However, the structural statistics improved by 10–15% upon inclu-
sion of PRE restraints. The same group introduced a 3-(2-iodoace-
tamidoproxyl) to a single 4-thiouridine at two different positions
on a stem-loop RNA to solve the structure of the Staufen–dsRNA
complex [95,264]. The modified thiouridines were attached either
at the 50-terminus or in the loop, in order to prevent the tag being
too close to the interaction site of the protein, which could affect
the binding. Several resonances became sharper upon reduction
of the paramagnetic group with sodium hydrosulfite. However,
the results were not in agreement with a single binding mode for
the protein–RNA complex. The authors proposed that the higher
sensitivity of the paramagnetic data allowed the identification of
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Table 4
NMR-derived restraints used for the structure determination of protein–RNA complexes.

PDB Nb struct RNA restraints Protein restraints Intermolecular Total RMSD (Å)

Distances TA Hbonds RDC Distances TA Hbonds RDC Distances Hbonds

Peptide–double stranded RNA
1MNB [31] 20 301 68 30 – 57 8 – – 26 – 490 1.49
1BIV [43] 4 691 132 22 – 259 – – – 102 – 1206 1.16
1ETG [6] 19 394 94 86 – 303 17 34 – 61 – 989 1.05
1ULL [41] 7 528 204 33 – 138 – – – 92 – 995 1.18
1A4T [7] 20 181 105 28 – 214 14 – – 81 – 623 1.27
–a [24] 24 899 36 40 – 910 15 – – 135 – 2035 0.96
1EXY [19] 12 508 161 66 – 276 11 – – 189 – 1211 0.98
484D [42] 12 204 b b – 107 – – – 49 – b 2.79
1QFQ [33] 29 571 90 32 – 490 11 – – 167 – 1361 0.82
1HJI [15] 20 c c c – 191 – – – 30 – 221 2.4
1G70 [16] 14 530 174 30 – 330 14 – – 106 – 1184 1.14
1I9F [44] 7 620 d d – 99 90 – – 8 – d 2.12
1NYB [9] 14 614 138 48 – 350 29 – – 52 – 1231 1.16
1ZBN [8] 10 226 61 61 – 293 – – – 181 – 822 1.21
2A9X [23] 10 348 165 64 55 78 – – – 107 – 817 0.79
2KDQ [11] 10 464 165 78 25 204 28 – – 143 – 1107 0.86

Protein–single-stranded RNA
1K1G [26] 10 175 – – – 2382 169 76 – 298 – 3100 1.37
1RG0 [18] 20 158 – – – 1480 174 0 270 196 – 2278 1.09
1T2R [25] 10 19 34 – – 3074 194 31 – 49 – 3401 0.91
1WWD [13] 20 33 – – – 161 – 10 – 37 3 244 0.98
1WWE [13] 20 43 – – – 161 – 10 – 37 3 253 1.71
1WWF [13] 20 39 – – – 161 – 10 – 35 3 248 1.72
1WWG [13] 20 25 – – – 161 – 10 – 42 12 250 2.77
2AD9 [28] 20 34 4 – – 1494 – 29 – 46 – 1607 0.96
2ADB [28] 20 49 e 6 – – 1862 e – 30 – 53 – 1986 1.07
2ADC [28] 20 88 f 12 – – 4414f – 60 – 118 – 4659 1.99
2CJK [30] 25 49 8 – – 3080 – 45 – 117 – 3299 1.41
2ERR [5] 30 119 6 – – 1192 – 29 – 149 – 1495 0.9
2I2 Y[17] 20 32 4 – – 692 – 47 – 40 – 815 2
2RQ4 [37] 20 40 4 – – 1419 62 23 – 90 – 1638 0.81
2KH9 [27] 10 84 37 – – 1407 86 38 130 34 g 5 1821 1.26
2KFY [14] 20 82 6 – – 1312 – 28 – 56 – 1484 1.54
2KG0 [14] 20 101 6 – – 2180 – 26 – 63 – 2376 0.9
2KG1 [14] 20 140 6 – – 982 – 28 – 60 – 1216 1.42

Protein–double-stranded RNA
1NUM [2] 25 600 110 25 – 1737 – 21 – 96 – 2589 2.52
1AUD [3] 31 591 110 25 – 1710 – 21 – 124 – 2581 2.03
1AIT [12] 25 h h – – h – – – 59 – h 0.93
1D6K[36] 20 436 98 43 – 2623 – 28 – 121 – 3349 1.2
1EKZ [32] 36 588 127 35 5 665 – 24 54 10 – 1508 2.56
1F6U [4] 20 196 – 20 – 299 – 25 – 65 6 611 1.91
1FJE [1] 19 267 31 19 – 2593 – 76 – 157 i 8 3144 1.84
1DZ5 [38] 13 826 154 90 – 3346 j – 84 – 174 – 4674 k 2.56
1L1C [40] 20 262 32 21 – 1485 l 13 – – 120 – 1934 m

1RKJ [20] 14 424 98 38 – 2679 158 122 80 134 n 18 3743 2.18
1T4L [39] 15 699 225 34 – 1614 – 80 43 46 – 2741 1.04
1U6P [10] 20 1061 403 139 158 161 – 10 – 42 22 1996 11.81
2ESE[29] 20 426 91 31 42 1680 – 25 69 48 – 2412 1.48
2B6G [21] 10 60 93 44 – 1890 140 80 – 20 – 2327 2.22
2HGH [22] 20 434 o 352 58 21 867 93 18 77 97 – 2017 0.83
2FYI [35] 17 350 116 21 6 1392 81 60 48 124 – 2198 1.13
2IHX [45] 20 p p p – p p p – 31 p p 11.72
2JPP [34] 10 770 160 38 – 972 q – 46 q – 440 6 2432 1.2

Nb struct: number of structures used for the analysis and RMSD calculation.
RMSD: RMSD was calculated using the heavy atoms of the structured part of the protein and the RNA.
TA: Torsion angle restraints.

a Structures were not deposited at the Protein Data Bank.
b RNA torsion angle and hydrogen bond restraints were used to restraint the duplex region as a standard A-form helix. The number of restraints used is not indicated.
c The structure of the RNA was previously solved and was kept as a fixed template during the structure calculation procedure.
d RNA torsion angle and hydrogen bond restraints were used to restraint the duplex region as a standard A-form helix and to constraint the GCAA tetraloop. The number of

restraints used is not indicated.
e Including 2 intra-RNA and 12 intra-protein repulsive NOEs.
f Including 6 intra-RNA and 27 intra-protein repulsive NOEs.
g Intermolecular restraints included 13 unambiguous restraints derived from intermolecular NOEs, 18 ambiguous restraints derived from chemical shift perturbation data,

and 3 long-range restraints derived from paramagnetic relaxation enhancement experiments.
h 719 distance restraints were used for the structure calculation including 59 intermolecular restraints. The number of intraRNA and intraProtein restraints are not

indicated. Torsion angle restraints were used for the RNA but their number is not indicated.
i Including 7 repulsive NOEs.
j Including 90 intermolecular protein–protein distance restraints to define the dimer interface.
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Table 4 (continued)

k Including 30 long-range distance restraints derived from paramagnetic relaxation enhancement experiments.
l Including 69 intermolecular protein–protein distance restrains to define the dimer interface.

m RMSD for the protein–RNA complex was not reported. Only one structure was deposited at the Protein Data Bank.
n Including 8 repulsive NOEs.
o 129 distance restraints were derived from NOESY spectra. 305 additional intra-RNA restraints were used based on previously determined structures of certain regions of

the RNA.
p The ensemble of structures was calculated using a total of 680 distance restraints (including 31 intermolecular), 608 hydrogen bond restraints, 239 dihedral angle

restraints and 170 inter-phosphate restraints. The number of restraints used as intra-RNA or intra-protein are not indicated.
q Including 132 intermolecular protein–protein distance and 10 hydrogen-bond restrains to define the dimer interface.
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a minor conformer. Therefore, the paramagnetic data was not used
for further structure calculation of the complex. Very recently,
Butcher and coworkers attached a 3-(2-iodoacetamidoproxyl) to
a single 4-thiouridine on a six nucleotide RNA [27]. They included
3 spin-label derived restraints for docking the RNA onto the pro-
tein in their structure calculation.

Although only two NMR studies of protein–RNA complexes
have used PRE data, the power of PRE has been recognized widely
in the field of nucleic acids and DNA–protein, protein–protein and
protein–ligand complexes. In addition to assisting global protein
fold determination [273,285], paramagnetic relaxation enhance-
ment has been widely used for positioning components in macro-
molecular complexes relative to one another, especially when no
or only a sparse number of intermolecular NOEs or RDC measure-
ments were available or not sufficient [275,286–288]. Clore and
coworkers in particular made very interesting usage of PRE mea-
surements for elucidating transient macromolecular interactions
in protein–protein and protein–DNA complexes [272,289].

A major drawback of using PRE as a precise constraint is the
inherent flexibility of the paramagnetic tag. Most groups have
therefore used large error boundaries of ±4 Å [273] or only upper
limits of such as 25 Å [38]. A theoretical and computational strat-
egy, which treats the intrinsically flexible paramagnetic label in a
multiple conformer representation, has been used successfully to
refine a protein–DNA complex (the target function was incorpo-
rated into the molecular structure determination package X-plor-
NIH and can be downloaded from http://www.nmr.cit.nih.gov/
xplor-nih) [290]. The structure could be refined with similar preci-
sion and accuracy using either PRE or RDC restraints in addition to
a single intermolecular NOE. Including both PRE and RDC restraints
further increased the accuracy, which highlights the complemen-
tary information content provided by both constraints. It should
be mentioned, that using a single-conformer representation for
the spin-label resulted in a good agreement between the observed
and calculated PRE, but at the expense of coordinate accuracy
[290]. To exploit the full repertoire of PRE in structure refinement,
it is therefore crucial to treat the tag in a multiple conformation
representation.

The power of using PRE as an independent long-range distance
constraint to obtain translational and orientational information of
two or several domains or macromolecules in respect to one an-
other or in structure refinement has been appreciated both on
the fields of protein–protein and protein–DNA complexes and is
expected to play an important role also in the future for protein–
RNA complexes.
3.4.3. Combining several methods to reach complexes of ever
increasing size

The effect of global RDC or PRE restraints in supplementing
short-range NOE data has been highlighted in the previous para-
graphs. However, a simultaneous use of both RDC and PRE re-
straints or in combination with other non-NMR-based methods
such as small angle X-ray scattering (SAXS) has been shown to
be even more powerful and to gain in importance for studying sys-
tems of increasing molecular weight, although such combinations
of techniques have not been used yet for protein–RNA complexes.

Using a combination of both RDCs and PREs, a 58 kDa protein–
protein complex could be docked [291]. Seven long-range PRE dis-
tance constraints, which were distributed over a large portion of
the binding interface, were sufficient to constrain both proteins
translationally and RDCs were then used to overcome the ambigu-
ity problem in orienting the two domains or macromolecules rela-
tive to each other [259,270]. The RDCs were measured in a single
alignment medium.

Small angle X-ray scattering yields information on the overall
shape and dimensionality of a complex and can be used optimally
in combination with orientational restraints such as residual dipo-
lar couplings or residual chemical shift anisotropy (rCSA), which is
the difference between the chemical shift anisotropy measured in
isotropic and aligned media [292,293]. SAXS is particularly useful
for nucleic acids having low proton spin density and therefore lack-
ing global translational information despite the measurement of
RDCs or rCSAs. SAXS data are particularly suited for larger macro-
molecules or complexes due to the quadratic dependence of the
signal intensity on the molecular weight [294]. However, SAXS is
also very sensitive to small amounts of aggregation. The first com-
bination of SAXS with NMR data was used to build the overall
shape of a protein–protein complex (see Fig. 25 as an illustration)
[292]. The measured RDC data served to reduce the angular de-
grees of freedom, whereas the SAXS data constrained the transla-
tional degrees of freedom. So far, SAXS data has not been used in
combination with NMR data for protein–RNA complexes. However,
it has been successfully applied to refine the global structure of
multi-domain proteins [292,295], nucleic acids [293], RNA-RNA
[296], and protein–DNA [297] complexes. The interface and the
global structure of an RNA-RNA complex could be determined with
SAXS in the absence of any intermolecular NOE [296]. The SAXS re-
fined structures had an increased precision. The introduction of
SAXS data improved the backbone RMSD from 1.8 to 1.3 Å. The
application of SAXS data on a two-domain protein and inclusion
of RDCs supplemented by a small number of HN–HN and CH3–
CH3 NOEs, resulted in an increase of accuracy and in a tighter pack-
ing of both domains with respect to each other, probably because
of the lack of inter-domain NMR restraints [298]. However, SAXS
data alone was insufficient for independent structure determina-
tion. The inclusion of at least one set of RDC data was crucial for
correct positioning of both domains [298]. A low resolution struc-
ture of the multi-domain RNA-binding protein PTB was deter-
mined by fitting the high-resolution NMR structures of individual
RRMs with the scattering data [299]. The SAXS data, for example,
confirmed that domains 3 and 4 of PTB form a compact structure
[164], whereas RRM1 and RRM2 have loose contacts to the rest
of the protein. Small angle scattering is expected also to support
the structure determination of large protein–RNA complexes by
NMR in the near future.

Utilization of different short and long-range NMR restraints
yielding complementary orientational (i.e. RDC or rCSA) or transla-
tional (i.e. PRE) information in combination with other techniques
such as small angle X-ray scattering, will now allow NMR of pro-

http://www.nmr.cit.nih.gov/xplor-nih
http://www.nmr.cit.nih.gov/xplor-nih
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tein–RNA complexes to enter into new dimensions of space (high
molecular weight complexes) and time (transient interactions,
dynamics).

3.5. Structure determination

3.5.1. Experimental restraints
NMR spectroscopy provides numerous sources of structural

information that can be used for the structure calculation of a mac-
romolecule or a macromolecular complex. These are distance re-
straints (detailed in Section 3.2), hydrogen-bond and dihedral
angle restraints (Section 3.3), orientational restraints (Section 3.4.1)
and long range distance restraints (Section 3.4.2). Table 4 displays
the number and types of restraints that have been used for the
structure determination of protein–RNA complexes by NMR.

Distance restraints have been the major source of experimental
restraints used to solve the NMR structures of protein–RNA com-
plexes. The distance restraints can be subdivided into intramolec-
ular protein–protein, intramolecular RNA–RNA and intermolecular
protein–RNA restraints (see Section 3.2). These restraints provide
essential information required to define the secondary and tertiary
structures of the protein and the RNA and to define the interface
between the protein and the RNA. The conversion of NOE volumes
into distance restraints is, however, not straightforward. The dis-
tance between two protons is directly correlated to the NOE inten-
sity/volume extracted from the NOESY spectra [300]. However,
many additional factors, such as spin diffusion and conformational
exchange, can influence the NOE signal intensity, and it is therefore
very difficult to define precise distances based on the NOE inten-
sity. In macromolecular complexes, intermolecular NOEs are even
more difficult to interpret in terms of distances, especially when
the complex formation is in fast or intermediate exchange on the
NMR timescale because the intensity of the intermolecular NOEs
might partly be influenced by the exchange rate. In addition, in
the case of flexibility at the interface, NOEs might reflect multiple
conformations and the intensity of such NOEs can therefore not be
easily translated into precise distances. Therefore, a general ap-
proach for obtaining NOE-derived distance restraints is to classify
peak volumes into categories, such as weak, medium, or strong
and then to define an upper distance limit for each class of NOEs.
For example, distances derived from strong, medium and weak
NOEs are below 3, 4.5 and 6 Å, respectively. In this case, the lower
bound limit for all NOEs is the van der Waals radius between two
protons (1.8 Å). In order to perform a classification of the distances
derived from NOEs, known proton-proton distances are generally
used. For example, in proteins, the distance between two sequen-
tial amide protons is 2.8 Å in helices and the intra-residue distance
between a Ha and the amide proton is 2.2 Å in b-sheets [300]. Sim-
ilarly, intramolecular RNA distances can be used. For example, the
intra-residue distance between the H5 and the H6 protons of
pyrimidines is 2.4 Å and the intramolecular distance between the
H10 and H8 protons of purines in the trans conformation is 3.5 Å.
Concerning the intramolecular protein–protein distance restraints,
methods have been developed to iteratively assign and calibrate
NOEs from NOESY spectra, convert these NOEs into distance re-
straints and then calculate structures using these distance re-
straints. The two main methods that allow for ‘‘automated
assignment’’ of NOEs in protein structure calculations are ARIA
[301,302] and CYANA or ATNOS/CANDID [303,304]. These pro-
grams generate a list of intramolecular protein distance restraints
that can be used in the structure calculation of the protein–RNA
complex. Concerning the intramolecular RNA–RNA and the inter-
molecular NOEs, such programs are less suited, mainly because
of the low density of protons present in RNAs, and the NOE assign-
ment and calibration is therefore generally performed manually by
analysis of the NOESY spectra.
Hydrogen-bond restraints can be derived from the direct detec-
tion of scalar couplings across the hydrogen bond by NMR or indi-
rectly derived from NMR experiments such as hydrogen–
deuterium exchange experiments in the case of proteins or by
analysis of the presence of imino protons in the case of RNA (see
Section 3.3.1). To define an hydrogen bond restraint, a distance be-
tween the donor hydrogen and the acceptor heavy atom is gener-
ally set between 1.8 and 2.4 Å, and a distance between the donor
and acceptor heavy atoms is set between 2.4 and 3.4 Å. Intramolec-
ular RNA hydrogen-bonds have been widely used for structure
determination of peptide–double-stranded RNA and protein–dou-
ble-stranded RNA complexes (Table 4). In most cases, these re-
straints were generated by the identification of imino protons
and from NOE patterns in order to enforce base-pairing interac-
tions (see Section 3.3.1) [1–4,6–8,10,19–24,29,31–35,38–44].
However, in some cases, these intra-RNA hydrogen bonds were
measured using HNN COSY experiments [9,16,22,36]. Intramolecu-
lar protein hydrogen bond restraints have also been widely used
for the structure determination of protein–RNA complexes [1–
6,10,13,14,17,20–22,25,26,28–30,32,34–39]. In this case, these
hydrogen-bonds were derived from hydrogen–deuterium ex-
change experiments. Finally, in some cases, intermolecular hydro-
gen-bonds have been used for the final structure calculations
[1,4,10,13,20,34,40]. In these cases, preliminary structures were
generated without these hydrogen-bond restraints and at a latter
stage, when a possible hydrogen-bond was observed in the preli-
minary structures and found to be consistent with observed chem-
ical shift changes, these restraints were then included in the
structure calculation.

Dihedral or torsion angle restraints can be directly derived from
the measurement of J-coupling constants by NMR, or indirectly
from the analysis of COSY or TOCSY spectra (see Section 3.3.2).
The J-coupling constants are translated into torsion angles using
the appropriate Karplus relation and can be used as constraints,
for example, for the backbone conformation of the protein and/or
the RNA (see Section 3.3.2). In almost all peptide–dsRNA and pro-
tein–dsRNA complexes, dihedral angle restraints were derived from
COSY and TOCSY spectra analysis and used to restraint the stem re-
gion of the RNA [1,2,4,6–10,12,16,19–24,29,31–36,38–45]. In addi-
tion, some dihedral angles derived from the analysis of COSY and
TOCSY spectra were also used in protein–ssRNA complexes to con-
straint the backbone RNA to C20 or C30 endo conformations
[5,14,17,25,28,30,37]. For most peptide–RNA complexes and three
protein–RNA complexes, J-couplings were measured, mainly using
HNHA experiments (see Section 3.3.2) and used to restrain back-
bone dihedral angles of the peptide [6,7,9,16,19,24,33,44] or the
protein [18,26,37]. In other cases, backbone dihedral angles were
predicted using the program TALOS [305] based on backbone chem-
ical shifts [11,20–22,25,35,40].

Orientational restraints derived from residual dipolar coupling
constant measurements are used to define the relative orientation
of the protein and the RNA in the complex and to refine the local
geometry of the complex (see Section 3.4.1). These restraints are
generally only incorporated in the final stages of the structure cal-
culation or in the structure refinement steps. Ten NMR structures
of peptide–RNA or protein–RNA complexes have been solved with
the use of orientational restraints [10,11,18,20,22,23,29,32,35,39].
In some cases, residual dipolar couplings were measured only on
the RNA [10,11,23] or only on the protein [18,20,39]. In four cases,
residual dipolar couplings were measured on both the protein and
the RNA allowing the definition of the relative orientation of both
components in the complex [22,29,32,35].

In addition, the structures of two protein–RNA complex were
solved using long-range distance restraints derived from paramag-
netic relaxation enhancement measurements (see Section 3.4.2)
[27,38].



Table 5
Overview of the structure calculation strategies for protein–RNA complexes.

Year PDB code Structure Calculation Software Cartesian or TAD a Refinement force field Water or vacuum b

1995 1MNB [31] InsightII (Biosim) Cartesian-SA L–J potential
1BIV [43] XPLOR [306] Cartesian-SA

1996 1ETG[6] InsightII (Biosim) Cartesian-SA AMBER [318] Vacuum
1ULL [41] XPLOR [306] Cartesian-MMDG + SA CHARMM [315,316] Vacuum
1AUD [2,3] XPLOR [306] Cartesian-SA

1998 1A4T [7] XPLOR [306] Cartesian-MMDG + SA CHARMM [315,316] Vacuum
– [24] XPLOR [306] Cartesian-SA
1A1T[12] DYANA [310] TAD-SA

1999 1EXY[19] XPLOR [306] Mixed TAD/Cartesian SA L–J potential Vacuum
484D [42] XPLOR [306] Mixed TAD/Cartesian SA L–J potential Vacuum
1D6K [36] DYANA [310] TAD-SA AMBER [318] Vacuum

2000 1QFQ [33] XPLOR [306] Cartesian-SA
1FNX CNS [307]
1EKZ [32] XPLOR [306] Cartesian-SA
1F6U [4] DYANA [310] TAD-SA
1FJE [1] XPLOR [306] Cartesian-SA
1DZ5 [38] XPLOR [306] Cartesian-SA

2001 1HJI [15] XPLOR [306] Cartesian-SA
1G70 [16] AMBER [318] Cartesian-SA AMBER [318] Vacuum
1IF9 [44] DYANA [310] TAD-SA OPAL [434] Vacuum
1K1G [26] Aria/CNS [307,435] Mixed TAD/Cartesian SA

2002 1L1C [40] XPLOR [306] TAD-SA
2003 1NYB [9] CNS [307] TAD-SA AMBER [318] GB model [327]
2004 1RGO [18] DYANA [310] TAD-SA AMBER [318] GB model [327]

1T2R [25] Aria/CNS [307,435] TAD-SA OPLS [326] Water
1RKJ [20] XPLOR-NIH [308] Cartesian-SA
1T4L [39] XPLOR-NIH [308] TAD-SA
1U6P [10] CYANA [303,304] TAD-SA

2005 1ZBN [8] CYANA/CNS [303,304,307] TAD/cartesian-SA
2A9X [23] XPLOR-NIH [308] TAD-SA
1WWD [13] CYANA [303,304] TAD-SA
1WWE [13] CYANA [303,304] TAD-SA
1WWF [13] CYANA [303,304] TAD-SA
1WWG [13] CYANA [303,304] TAD-SA
2AD9 [28] CYANA [303,304] TAD-SA AMBER [318] GB model [327]
2ADB [28] CYANA [303,304] TAD-SA AMBER [318] GB model [327]
2ADC [28] CYANA [303,304] TAD-SA AMBER [318] GB model [327]
2C06 [47] HADDOCK/CNS [159,307] TAD-SA OPLS [326] Water

2006 2CJK [30] CNS / XPLOR-NIH [307,308] TAD/cartesian-SA
2ERR [5] CYANA [303,304] TAD-SA AMBER [318] GB model [327]
2I2Y [17] CYANA [303,304] TAD-SA AMBER [318] GB model [327]
2ESE [29] CYANA [303,304] TAD-SA AMBER [318] GB model [327]
2B6G [21] XPLOR-NIH [308] TAD-SA
2HGH [22] DYANA [310] TAD-SA AMBER [318] GB model [327]

2007 2FY1 [35] CYANA [303,304] TAD-SA AMBER [318] GB model [327]
2IHX [45] CYANA [303,304] TAD-SA
2JPP [34] CYANA [303,304] TAD-SA AMBER [318] GB model [327]
2JQ7 [46] HADDOCK/CNS [159,307] TAD-SA OPLS [326] Water

2009 2KDQ [11] XPLOR-NIH [308] TAD-SA
2RQ4 [37] CYANA [303,304] TAD-SA AMBER [318] GB model [327]

2010 2KH9 [27] HADDOCK/CNS [159,307] TAD-SA AMBER [318] GB model [327]
2KFY [14] CYANA [303,304] TAD-SA AMBER [318] GB model [327]
2KG0 [14] CYANA [303,304] TAD-SA AMBER [318] GB model [327]
2KG1 [14] CYANA [303,304] TAD-SA AMBER [318] GB model [327]

a SA: simulated annealing, L–J potential: Lennard–Jones potential, MMDG: Metric matrix distance geometry, TAD: Torsion angle dynamics.
b GB model: Generalized Born solvation model.
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3.5.2. Structure determination protocols
Most structures of protein–RNA complexes have been deter-

mined using restrained molecular dynamics simulated annealing
(SA) protocols. Most protein–RNA structure calculations have been
performed using Xplor [306], (or the newer versions CNS [307] and
Xplor-NIH [308,309]) or DYANA [310] (or its newer version CYANA
[303]) (Table 5).

Early structures were calculated using simulated annealing pro-
tocols in Cartesian space [1,2,6,7,15,16,20,24,31–33,38,41,43].
However, in the case of nucleic acids, the lack of long-range NOE
restraints leads to a small network of distance restraints and there-
fore structure calculations of elongated nucleic acids either did not
converge or resulted in imprecise structures [311]. Later, torsion
angle dynamics (TAD) was introduced in the NMR-derived calcula-
tion of nucleic acid structures [310,311]. TAD utilizes internal coor-
dinates instead of cartesian coordinates. In TAD space, the only
degrees of freedom are torsion angles, while bond lengths, bond
angles, chirality and planarity of the peptide bond are kept fixed
at their optimal values. This allows the number of degrees of free-
dom to be decreased approximately 10-fold and results in a sim-
pler potential energy function and therefore in faster
calculations. Torsion angle dynamics simulated annealing (TAD-
SA) are now commonly used for all NMR-based structure calcula-
tions (Table 5). NMR restraints, generally distance restraints and
dihedral angle restraints, are directly used to fold the complex
starting from an extended conformation of the complex using a
simulated annealing protocol that includes either a potential term
(X-PLOR) or a target function (DYANA). Potential terms or target
functions are generally very simple and mainly consist of a term
that reflects how well a structural model is consistent with the
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experimental NMR data and a term that prevents close contacts
between atoms. It should be noted that, in the case of nucleic acids,
DYANA parameter sets do not contain a bond between the C30 and
the O30 atoms in order to allow the sugar ring to remain flexible
[310]. Therefore, when using DYANA or CYANA, artificial distance
restraints between these two atoms (1.44 Å) for each sugar ring
of the nucleic acid molecule need to be added.

Two different procedures for calculating the structures of pro-
tein–RNA complexes have been described. In one case, the structure
of the complex is calculated directly starting with both components
in an extended conformation and separated by a flexible artificial
linker [1,2,4–8,10–13,16,17,19–26,28–39,41,42,44,45], while in
the other case, structure calculation is performed on each compo-
nent separately and then both structures are docked using intermo-
lecular restraints [9,15,18,40,43]. Docking approaches have also
been used to generate structural models of the complex between
the protein Kid and a short RNA and of the complex between pro-
tein L11 and the 23S rRNA [46,47].

3.5.3. Structure refinement
Structure refinement of protein–RNA complexes, and more gen-

erally protein–nucleic acid complexes is less straightforward than
structure refinement of each component alone. Nucleic acids are
highly charged molecules and RNA structures are generally not
globular, in contrast to most small proteins, or protein domains.
The force fields used to refine the structure of protein–RNA com-
plexes need to be properly balanced to accommodate the properties
of both types of molecules (RNA and protein) [312]. Two force fields
are most commonly used for protein–RNA complexes: AMBER and
CHARMM. Both force fields have been optimized for treating nu-
cleic acids. The AMBER force field commonly used in protein–RNA
structure refinement is the ff99 force field [313] that is derived from
the original ff94 force field [314]. Concerning CHARMM, two force
fields can be combined. These are the CHARMM22 protein force
field [315] and the CHARMM27 nucleic acid force field [316]. All
these force fields are well optimized for both proteins and nucleic
acids and are therefore highly suitable for the refinement of pro-
tein–RNA structures solved by NMR. Refinements of the structures
using these force fields were performed using the SANDER (simu-
lated annealing with NMR-derived energy restraints) module of
the molecular dynamics simulation package AMBER [317,318], or
using XPLOR and XPLOR-NIH that include parameter sets derived
from AMBER and CHARMM force fields. Both the SANDER module
of AMBER and XPLOR can incorporate most NMR-derived restraints
such a unambiguous and ambiguous distance restraints, angle and
torsional restraints, pseudo-contact shift restraints, RDC restraints,
and CSA restraints. Additionally, both packages include different
solvent models for refinement.

Generally, the refinement of a protein–RNA complex is performed
by restrained molecular dynamics that consists of a simulated anneal-
ing protocol that can be preceded and/or followed by an energy min-
imization step. The refinement is also generally performed in explicit
solvent representation or implicitly using the Generalized-Born sol-
vation model (see following Section). For further information on
molecular dynamic simulations and force fields, we recommend con-
sideration of more specialized reviews [312,319–321].

3.5.4. Using solvation models in structure refinement
Nucleic acids are highly charged molecules and protein–RNA

interactions are often driven by electrostatic interactions. Further-
more, the specificity of the recognition is often determined by inter-
molecular hydrogen-bonds. In order to optimize the electrostatic
non-bonded energy term of the structures, the use of solvation
models during the refinement of NMR structures is therefore of par-
ticular importance [322,323]. There are various approaches to
introducing solvents (generally water) into the refinement proce-
dure. The most accurate approach is the use of explicit solvent
where the structure of the complex is refined in a box of water mol-
ecules [324]. The main drawback of using explicit solvent, however,
is that refinement protocols are time consuming, and most of the
calculation time is spent on the computation of solvent–solvent
interaction and not on the critical protein–RNA, protein–water or
RNA–water interactions. To overcome this, models have been
developed where water molecules are not incorporated in a box
but are added in a shell of 5–8 Å around the biomolecules, reducing
the number of water molecules in the refinement and allowing for a
significant reduction of the computational time [325]. This model is
implemented, for example, in the water refinement protocol of CNS
that uses the OPLS force field [326] and has been applied for the
refinement of several protein–RNA structures [25,46,47].

Another approach consists of using a continuum solvent model,
where the water is treated implicitly. In this case, generally, the pro-
tein–RNA complex degrees of freedom are treated explicitly while
the solvent degrees of freedom of the solvent are not. There are dif-
ferent methods used to treat solvent implicitly in which the high
dielectric solvent is approximated by continuum electrostatics mod-
els that interact with charges at the surface of the molecule or the
complex. The Generalized Born (GB) model [327], which is an
approximation of the Poisson–Boltzman equation, has been com-
monly used for the structure refinement of protein–RNA complexes
in implicit solvent (see Table 5) [5,9,17,18,22,28,29, 34,35,37]. GB sol-
vation models are implemented in both AMBER and XPLOR packages.
3.5.5. An example of structure calculation and refinement protocol
Fig. 26 shows a flowchart describing the procedure for structure

calculation, refinement, and validation used in our laboratory to
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solve the structures of eleven protein–RNA complexes
[5,14,17,28,29,34,35]. Intra-protein distance restraints were gener-
ated with the software ATNOSCANDID [303,304] using NOESY
spectra and a list of protein chemical shifts. In addition, a list of in-
tra-protein hydrogen-bond restraints, based on hydrogen-deute-
rium exchange experiments and the analysis of preliminary
structures, was often used. Intra-RNA and intermolecular distance
restraints were generated by manual assignment of the NOEs.
These intra-protein, intra-RNA and intermolecular distance re-
straints were then combined and used, together with hydrogen-
bond and torsion angle restraints, to generate preliminary struc-
tures of the complex using the program CYANA [304]. Typically,
between 200 and 500 structures were calculated and the 20–50
structures with lowest target functions were analyzed in terms of
convergence and NOE violations. This analysis was used to refine
the distance restraints, including the unambiguous assignment of
additional NOEs that were previously ambiguous and therefore
not included, and the modification of upper bound limits, espe-
cially in the cases of overlapping NOE cross-peaks whose intensi-
ties correspond to the contributions of more than one proton-
proton distance. New structure calculations were then performed
using these new sets of distance restraints until a final ensemble
of solutions was satisfactory in terms of structure precision and
NOE violations. This final ensemble of structure was then subjected
to a structural refinement procedure.

Structure refinement was performed using the SANDER module
of the AMBER software [317,318]. Inputs for structure refinements
consisted of the 20–50 structures derived from CYANA, the dis-
tance, hydrogen-bond, and torsion angle restraints and, when
available, the residual dipolar coupling restraints. Structure refine-
ment were performed using the ff99 or ff94 force fields [313,314]
in combination with a GB solvation model [327]. The refinement
procedure consisted of a simulated annealing protocol that was
optimized for nucleic acids [252] followed by a short energy min-
imization. Following the refinement procedure, structures were
analyzed in terms of energy, NOE violations, and structure preci-
sion. As for structure calculation, analysis of the refined structures,
especially the NOE violations, could be used to refine the distance
restraints and restart another cycle of structure calculation and
refinement.

For a complex below 15 kDa, one round of 500 structure calcu-
lations (about one minute per structure) followed by 50 structure
refinements (about two hours per structure) was typically
achieved in 2–3 days using one CPU. However, most structure cal-
culation and refinement packages can be used on a multi-processor
cluster reducing considerably the calculation time.

3.6. Validation, precision and accuracy

Calculation and refinement of NMR-derived structures implic-
itly incorporate and reconcile two different types of criteria. On
one hand, structures calculated should agree with the structural
restraints that are derived from the NMR experiments. On the
other hand, structures should fulfill geometrical and structural
requirements that are typically driven by the force field used dur-
ing the calculation and refinement of the structures.

In contrast to X-ray structures, NMR structures are presented as
an ensemble of structures (generally between 10 and 20) that
match best the experimental data. Generally, a large number of
structures are generated during the structure calculation and
refinement steps and various selection criteria are then applied
to select the ensemble of ‘‘best structures’’. Ensembles of structures
for protein–RNA complexes have been selected based on different
criteria such as the agreements with the NMR experimental re-
straints, the total force field energy, or the geometrical quality of
each structure.
Recommended validation criteria for NMR structure determina-
tion have been described [328]. Validation of protein–RNA NMR
structures includes three main aspects: the validation of the struc-
tural ensemble against experimental restraints, the validation of
the structural ensemble based on geometrical and structural char-
acteristics, and the confirmation of the intermolecular contacts
based on biochemical or biophysical experiments. A variety of val-
idation protocols and software have been developed for proteins
(for specialized reviews, see [329,330]), whereas for nucleic acids,
only a few validation programs are available and are mentioned in
Section 3.6.3.

3.6.1. Accuracy and precision of the structure ensemble
An important aspect for the analysis of NMR structure ensem-

bles is the uncertainty of the molecular coordinates within the
ensemble. Two main aspects concerning the uncertainty are the
precision and the accuracy of the ensemble of structures. The pre-
cision of an NMR ensemble reflects the convergence of the differ-
ent structural models. Accuracy, on the other hand, is the
measure of the deviation between the calculated structures and
the ‘‘real’’ structure.

The accuracy of a structure is generally difficult to assess,
mainly because the definition of a ‘‘real’’ structure is not straight-
forward. In some cases, a comparison of the structure ensemble
can be compared with similar structures solved by X-ray crystal-
lography or NMR and this comparison can provide an estimate of
the accuracy. For example, the NMR structure of the complex be-
tween the protein U1A and an RNA containing an internal loop
[2,3] was compared with the X-ray structure of the complex be-
tween the same protein and a hairpin RNA [331]. Although the
two RNAs were different, the single-stranded RNA sequence recog-
nized by the protein was identical in both complexes and a com-
parison of both structures showed that the intermolecular
contacts observed in both complexes are very similar. Similarly, a
comparison of the NMR structure of the complex between the tran-
scription factor IIIA (TFIIIA) and the 5S RNA [22] with the same
structure solved by X-ray crystallography [332] showed similar
intermolecular contacts. Another example illustrating the accuracy
of NMR structures is the structure of the protein Vts1 in its com-
plex with RNA. Three structures of this complex were solved inde-
pendently and at the same time, two by NMR [21,29] and one by X-
ray crystallography at 2.0 Å resolution [333] (Fig. 27A). In all struc-
tures, Vts1 binds a conserved pentaloop (CUGGC in the NMR struc-
tures and UUGAC in the X-ray structure). However, striking
differences can be observed when comparing these structures.
One NMR structure [29] is very similar to the X-ray structure
(Fig. 27B, left). The backbone RMSD for the pentaloop between
the two structures after fitting on the protein backbone is 1.44 Å.
Most intermolecular contacts are similar in both complexes. The
other NMR structure [21], however, differs significantly from the
X-ray structure (Fig. 27B, right). The backbone RMSD for the penta-
loop between the two structures after fitting on the protein back-
bone is 3.53 Å and the intermolecular contacts are different from
those found in the other two structures. One explanation of these
differences is that the NMR structure (pdb:2ESE) that is similar
to the X-ray structure was solved using 48 intermolecular NOEs,
as well as 69 and 42 RDC restraints for the protein and the RNA,
respectively, while the NMR structure (pdb:1B6G) that differs from
the other two was solved with only 20 intermolecular NOEs and no
RDC restraints. In another example, the structure of the complex
between the L30 ribosomal protein and an RNA was solved by
NMR [334]. Later, two X-ray structures of homologous proteins
in complex with RNA were solved [335,336] and showed that
although the global orientation was similar to the NMR structure,
there were significant differences in hydrogen bond and stacking
interactions. The structure of the L30 protein in complex with
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RNA was therefore solved by a combination of X-ray and NMR
refinement and showed that the original NMR structure was incor-
rect due to a single misassigned imino proton [337].

The precision of NMR ensembles has generally been estimated
by calculating the root mean square deviations (RMSD) of the
ensemble of structures where low RMSD values reflect a precise
ensemble of structures (Table 4). The precision of NMR structures
mainly depends on the size of the system studied, the number of
distance restraints used in the calculation and the intrinsic dynam-
ics of the molecules in the complex. In the case of protein–RNA
complexes, different RMSDs were reported. Most commonly,
RMSDs were calculated for each component individually, reflecting
the precision of the structure for each component, and for both
components together, reflecting the precision of the complex
structure. Some structures of protein–RNA complexes are very pre-
cise (heavy atom RMSD below 1 Å) because of use of a large num-
ber of NOEs, especially intermolecular NOEs. For example, the
structure of the N peptide of the bacteriophage k in complex with
its BoxB RNA target is among the most precise NMR structure of a
protein–RNA complex determined to date [33]. This complex has a
molecular weight of 8.9 kDa and consists of a 36-residue peptide
bound to a 15-nucleotide RNA. A total of 1361 restraints were used
for the structure determination, including 167 intermolecular dis-
tance restraints, that were derived from NOE cross-peaks (Table 4,
PDB: 1QFQ). In addition, 11 intra-protein and 90 intra-RNA torsion
angle restraints were derived from J-coupling measurements (pep-
tide) or deduced from typical NOE patterns (RNA). Finally, 32 intra-
RNA hydrogen-bond restraints were derived from hydrogen–deu-
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terium exchange experiments on RNA imino protons. Structure cal-
culation was performed with X-PLOR [306] and an ensemble of 29
structures was deposited in the Protein Data Bank (PDB code:
1QFQ). The precision of the structure ensemble was assessed by
measuring various RMSDs. The values of the RMSDs of the peptide
or the RNA heavy atoms are 0.76 and 0.67 Å, respectively, while the
heavy atom RMSD of the complex is 0.82 Å. Another precise struc-
ture of a protein–RNA complex determined by NMR is the complex
between the protein Fox-1 and its target RNA, UGCAUGU [5]. The
RRM domain of Fox-1 is composed of 100 amino acids and the
RNA is seven nucleotides long. A total number of 1495 restraints,
including 149 intermolecular distance restraints, 29 protein hydro-
gen-bond restraints and six RNA torsion angle restraints were used
for the structure calculation (Table 4, PDB: 2ERR). The structure
was calculated with CYANA [304] and refined with AMBER [318]
using a GB solvation model [327], and an ensemble of 30 structures
was deposited at the PDB (PDB code: 2ERR). The heavy atom RMSD
for the ensemble is 0.95, 0.55, and 0.90 Å for the protein, the RNA
and the protein–RNA complex, respectively.

In contrast, lower precision structure ensembles were also ob-
tained using NMR restraints. This is the case of the protein–RNA
complex between the protein Staufen and an aptamer RNA [32].
The structure was calculated using 1508 restraints (distance, hydro-
gen-bond, torsion angle and RDC restraints) but only 10 intermolec-
ular NOEs could be unambiguously assigned and were very weak in
NOESY spectra. This low number of intermolecular NOEs was due to
the fact that the complex formation involves mainly functional
groups at the end of long side chains, which are difficult to assign
and generally more flexible, and the RNA phosphodiester backbone
where resonances are sparse and overlapped. Furthermore, a re-
lated X-ray structure shows that many intermolecular contacts
are mediated by water molecules [338]. Therefore, the heavy atom
RMSD for the ensemble of 46 structures was determined to be
2.56 Å. However, even at this precision, the molecular basis for
RNA recognition by Staufen could be derived and a comparison with
the related X-ray structure showed that the main features of the
protein–RNA recognition are present in the NMR structure.

Sometimes, an interface RMSD was reported to assess the preci-
sion of the protein–RNA interface, although both components might
not have a refined relative orientation [10,45]. This was the case for
two protein–RNA complexes, the complex between the MoMuLV NC
protein in complex with the MoMuLV 101-nucleotides WRNA [10],
and the complex between the Rous Sarcoma virus (RSV) NC protein
in complex with the RSV 75-nucleotides WRNA [45]. In both cases,
the RNA is composed of three stem-loops connected by flexible link-
ers and the global RMSD of the protein–RNA complex is therefore
very high (heavy atom RMSD of 10.8 and 10.7 Å, respectively). How-
ever, in the case of the MoMuLV complex, when considering only the
atoms at the interface (22 amino acids of the protein and four nucle-
otides of the RNA) the heavy atom RMSD becomes 1.07 Å indicating
that the interface of the complex is precise. In the case of the RSV
complex, the precision of the structure was more difficult to assess
because the RSV NC protein is composed of two independent do-
mains separated by a flexible linker. In this case, the precision of
the interface could be assessed by measuring two different RMSDs:
one including the first domain of the NC protein (22 amino acids)
and the nucleotides bound by this domain (five nucleotides) giving
an heavy atom RMSD of 0.89 Å, and another RMSD including the sec-
ond domain of the NC protein (17 amino acids) and the nucleotides
bound by this domain (four nucleotides) giving an heavy atom inter-
face RMSD of 3.45 Å.

3.6.2. Validation of the structures against experimental restraints
In structure determinations of protein–RNA complexes, three

types of NMR-derived restraints have mainly been used, namely
the distance, torsion angle and orientational restraints (see Sec-
tion 4.4.1). To date, the NOE-derived distance restraints have been
the most important source of experimental information for the
structure determination of protein–RNA complexes by NMR. The
most common approach to validate distance restraints consists of
generating a list of violations and analyzing the number and mag-
nitude of these violations. For each structure of the ensemble, dis-
tances are measured and compared with the upper bound limit of
the restraints. A distance cut-off is then set to evaluate whether a
distance restraint is violated. Generally, maximal distance viola-
tions are not larger than 0.3 or 0.5 Å. Most NMR structure calcula-
tion and refinement programs (XPLOR, CYANA, AMBER, etc.)
include validation routines and create a list of distance violations
for a detailed analysis.

Similar to distance restraints, dihedral angle restraints are gen-
erally validated by comparing the angles defined by the restraints
with the angles calculated in each structure of the ensemble. A list
of dihedral angle violations is generally provided together with the
list of distance restraint violations by most structure calculation
and refinement softwares.

When orientational restraints derived from RDC measurements
are used during the structure calculation, a validation of the struc-
tures against these restraints is also necessary. This validation is
generally achieved by determining a RMSD between the experi-
mental and the back-calculated RDCs, which reflects the agree-
ment between the orientational restraints and the ensemble of
structures [10,11,18,20,22,23,29,32,35,39,46]. In addition, pro-
grams, such as MODULE [339] or REDCAT [340] are available that
validate structural ensembles against experimental orientational
restraints. So far, the results of these programs have not been re-
ported for the structures of protein–RNA complexes determined
using RDC restraints.

An additional, more indirect way of validating structures of pro-
tein–RNA complexes resides in the agreement between the exper-
imental chemical shifts and those back-calculated from the
ensemble of structures. In recent years, much effort has been ex-
pended in developing software that predicts chemical shifts of pro-
teins solely based on structures. Chemical shifts are highly
sensitive to the local electronic environment of nuclei, and are
among the most accurate quantities that can be measured by
NMR spectroscopy. In macromolecules, chemical shifts are depen-
dent on the structure of the molecule through many factors, such
as ring current effects, hydrogen bond effects, electrostatics, etc.
There are several programs that predict chemical shifts from a pro-
tein structure, such as SHIFTS [341,342], SHIFTX [343], PROSHIFT
[344], or SPARTA [305]. These programs have been developed for
proteins and predict nitrogen, carbon and proton chemical shifts
from coordinate files. These predictions can then be compared with
the experimental chemical shifts and used as a validation for struc-
ture quality. All these programs, however, are restricted to the pre-
diction of protein chemical shifts and not nucleic acid chemical
shifts. Nonetheless, using a dataset of 28 RNA structures, it was
shown that proton chemical shifts of RNAs possessing different
structures (stem-loop, bulges, pseudoknot, base-pair mismatches
or quadruplexes) can be predicted with a good accuracy and preci-
sion from a coordinate file [345]. Therefore, it should be possible to
use chemical shift prediction as a tool for the validation of protein–
RNA structures. With the growing number of protein–RNA com-
plexes deposited in the protein data bank, it would be interesting
to investigate the validity of these prediction methods on such
complexes. Of particular importance, it would be very useful to test
whether chemical shifts of amino acids and nucleic acids that are
at the interface and involved in intermolecular contacts can be
accurately predicted. To our knowledge, such a study has not been
performed yet. However, a manual analysis of the relation between
chemical shift and structure can be performed to validate or inval-
idate the structure. For example, when unusual chemical shifts are
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observed in the NMR spectra of a complex, an explanation should
become apparent from the analysis of the structure. Very recently,
we performed an NMR study of the complex between the protein
hnRNP F and a G-tract RNA that revealed unusual chemical shifts
for some RNA sugar protons. A 13C–1H HSQC spectrum of a sugar
13C labeled CGGGAU in complex with hnRNP F quasi RNA recogni-
tion motif (qRRM) 1 indicated that the protons H40, H50 and H500 of
G3 had an unusual upfield chemical shift (Fig. 28). The NMR struc-
ture of the complex between hnRNP F qRRM1 and an AGGGAU RNA
showed that these protons are located immediately below the base
of G4 experiencing the ring current effect of this base [14]. This
correlation between chemical shift and structural feature also indi-
rectly validated the conformation of the G4 base in the structure.

3.6.3. Validation of the structures based on geometrical and structural
characteristics

Geometrical and structural properties are important criteria
used for the validation of structures. Geometrical properties refer
to the covalent geometry of the structure, such as bond angles
and bond lengths. On the other hand, structural properties refer
to non-bonded interactions, such as electrostatics, close contacts,
etc. For more information, refer to specialized reviews on these
topics ([329] and [330]).

The quality of NMR structures in terms of geometrical and
structural properties is generally driven by the force field used dur-
ing structure calculation and refinement procedures. Many struc-
ture validation software packages that analyze a structural
ensemble and report on the quality of the geometrical and struc-
tural properties are available. The most widely used packages are
PROCHECK_NMR [346] and WHAT IF [347] for proteins as well as
the module NUCHECK that is part of the Nucleic-acids Database
[348] and MOLPROBITY for nucleic acids [349]. In addition, a vali-
dation tool is available on the Protein Data Bank website (http://
www.//deposit.rcsb.org/) that checks the quality of a coordinate
file using all the software mentioned above and presents a sum-
mary of structure quality as well as the reports from PROCHECK,
NUCHECK, and MOLPROBITY.

An important aspect of protein–RNA structures is the analysis of
intermolecular contacts, such as hydrogen-bonds and stacking
interactions. In most cases, specific intermolecular recognition be-
tween a protein and an RNA is driven by intermolecular hydrogen-
bonds. Since, in most cases, intermolecular hydrogen-bond re-
straints are not included in structure calculations (see Sec-
tion 3.3.1), the intermolecular hydrogen-bonding network highly
depends on the protocol used during structure calculation and/or
refinement. Most refinement protocols use force fields that include
electrostatic terms. Therefore, structure refinement steps are cru-
cial for optimizing the hydrogen-bond network of the structural
ensemble. Additionally, the use of solvation models during the
refinement further optimizes this network, especially at the pro-
tein–RNA interface. Intermolecular contacts present in protein–
RNA complexes can be assessed by specific programs such as NUC-
PLOT [350] or ENTANGLE [351]. Both programs read a coordinate
file of a protein-nucleic acid complex in PDB format and identify
intermolecular interactions, such as hydrogen-bonding and stack-
ing interactions.

3.6.4. Confirmation and quantification of intermolecular contacts
The quality of a structure and the definition of the protein–RNA

interface largely depend on the number of intermolecular NOEs
that is directly correlated to the quality of the NMR spectra. The
fundamental aim of solving macromolecular complexes is to
understand the molecular basis that governs the specificity of the
complex formation. In protein–RNA complexes, the specificity of
the interactions is mainly governed by electrostatic interactions
and hydrogen bonds between the protein and the nucleic acid
bases. In most cases, however, it is not possible to measure directly
such hydrogen bonds by NMR spectroscopy and the network of
hydrogen bonds is therefore generally indirectly derived from the
NMR experimental restraints and driven by the force field used
during the structure calculation or refinement procedures. Addi-
tionally, protein–RNA interactions are often stabilized by stacking
interactions involving aromatic amino acids and RNA bases.

In order to confirm and quantify the intermolecular contacts
observed in the structure, site-directed mutagenesis combined
with binding assays have often been performed on the protein
and/or the RNA by mutating specific amino acids or nucleotides
that are involved in intermolecular contacts. Three main tech-
niques have been used to quantify the effect of a mutation on
the affinity of a protein–RNA complex, namely, EMSA
[1,20,26,35,352], SPR [5], and ITC [34,37]. For a description of these
techniques, we refer the reader to specialized reviews [353–356].
These techniques allow one to derive the dissociation constant of
the complex and therefore, the effect of a mutation can be quanti-
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fied in terms of affinity lost. In addition, SPR and ITC allow the
obtaining of kinetic and thermodynamic parameters, respectively,
that can be used to estimate the energetic contribution of individ-
ual interactions. An important aspect when using site-directed
mutagenesis is to verify that the mutation does not affect the fold
of the protein or of the RNA in the case of folded RNA. This can be
checked by comparing NMR spectra, such as 1D, 15N–1H HSQC or
13C–1H HSQC spectra, of the mutant with the spectra of the wild-
type.

An interesting example illustrating the power of combining
site-directed mutagenesis and binding assays is the NMR and SPR
study of the complex between the Fox-1 protein and its RNA target
[5]. Fox-1 contains a single RRM and binds specifically to UGCAUG
RNAs [61]. The NMR structure of Fox-1 in complex with this RNA
gives structural insights into the specificity of recognition [5].
The first six nucleotides are specifically recognized by the protein
through an extensive network of intermolecular and intra-RNA
hydrogen-bonds. In total, 3 intra-RNA and 10 intermolecular spe-
cific hydrogen-bonds involving RNA bases are observed in the
structure. In addition, four stacking interactions involving three
aromatic residues of the protein contribute to the affinity of the
complex. Using SPR, it was shown that the affinity of the protein
for binding to this RNA is very high (Kd = 0.49 nM). The importance
of electrostatic interactions in the complex formation was assessed
by SPR at different salt concentrations and showed that both asso-
ciation and dissociation rate constants are affected by the salt con-
centration. Furthermore, the contribution of each intermolecular
and intra-RNA hydrogen-bonds was evaluated using mutant RNAs.
This analysis showed that the loss of free binding energy in mutant
RNAs is directly correlated to the number of hydrogen-bonds that
are lost in the complex based on the NMR structure. Therefore, in
this case, all intermolecular and intra-RNA hydrogen bonds ob-
served in the structure could be confirmed and quantified.

3.6.5. Structure-function relationship of protein–RNA complexes
Finally, because the fundamental aim of solving structures of

protein–RNA complexes is to provide the molecular basis for
understanding their biological functions, mutations that affect
the complex formation can be tested using functional assays. The
structure of the third double-stranded RNA binding domain of
the protein Staufen in its complex with RNA has been used to de-
sign a quintuple mutant that disrupts RNA binding [32]. This mu-
tant was then tested by in vivo mRNA localization assays in order
to demonstrate that the RNA binding properties of the protein
Staufen are crucial for the proper localization of specific mRNAs.
Based on the structure of the viral protein NC in complex with
its RNA target, RNA mutants that disrupt the binding of the protein
were designed and tested by in vivo reverse transcriptase assays to
assess the effect of the NC–RNA interaction on the virus infectivity
[45]. Also based on the structure of the protein Rnt1p in complex
with its RNA target, specific mutants of the protein that disrupt
binding were designed and used to show the importance of certain
residues of Rnt1p in the processing of certain precursor RNAs [39].
Finally, based on the structure of the protein RsmE in complex with
its target RNA, specific mutants that disrupt the interaction were
designed and in vivo translation assays of these mutants showed
that the RNA binding properties of RsmE were crucial for its func-
tion in translation repression [34].

3.7. Dynamics of protein–RNA complexes

The large number of three dimensional structures of protein–
RNA complexes which has been determined in recent years has
provided unprecedented insights into how proteins and RNA rec-
ognize each other. Structural studies indicate two types of interac-
tions, one in which there are conformational changes in either or
both partners and the other where the two partners are structur-
ally pre-organized resulting in shape specific recognition. A major-
ity of protein–RNA structures studied so far seem to fall in the
former category where the interaction occurs by an induced fit
mechanism involving structural rearrangements. Recent studies
of intermolecular interactions however indicate that conforma-
tional rearrangements which occur in an induced fit probably fol-
low an initial binding process which occurs through
conformational selection [357]. Also, in several RRMs even though
the same type of protein surface is involved in RNA binding, each
protein seems to achieve sequence specificity slightly differently.
The interest in undertaking detailed investigations of the role of
molecular motions in protein–RNA recognition has been motivated
by the question of how dynamical processes in the interacting
partners govern conformational changes and influence the binding
process and specificity in protein–RNA interactions.

In spite of the impressive number of structural studies on pro-
tein–RNA complexes, relatively few studies have been dedicated
to a quantitative analysis of molecular motions of protein and RNA
in these systems. Relaxation rate measurement by NMR has the un-
ique ability to provide residue specific information on dynamics in
both protein and RNA over a range of different time-scales [358–
360]. Fast motions on the pico-second (ps) to nano-second (ns) time-
scales influence spin relaxation through the modulation of various
spin interactions and are typically characterized by the measure-
ment of longitudinal (R1), transverse (R2) or rotating frame (R1q)
and nuclear Overhauser effect (NOE) relaxation rates for 15N and
13C nuclei. Slow motions on the micro-second (ls) to milli-second
(ms) timescale influence transverse relaxation as a result of modula-
tion of isotropic chemical shifts and can be observed as an additional
contribution to the R2 and R1q relaxation rates. Relaxation data are
mapped to molecular dynamics through the well established mod-
el-free formalism which quantifies fast motions in terms of an order
parameter S2 reflecting the amplitude of the ps time scale motions
and the parameter Rex which is an indicator of slow motions in the
ls–ms timescale [361,362]. A detailed quantitative analysis of slow
exchange processes in the ls–ms time scale is possible by CPMG (R2)
and spin-lock (R1q) relaxation dispersion experiments [363,364].
These methods quantify the conformation exchange rate constant,
relative equilibrium conformer populations and difference in chem-
ical shifts for the different conformations. Techniques for measure-
ment and analysis of spin relaxation rate constants used in order to
extract information on molecular motions have been extensively re-
viewed [365]. Table 6 gives a summary of the different nuclei which
can be employed as dynamics probes in proteins and RNA. Even
though several experiments involving different nuclei widely dis-
tributed across protein and RNA have been developed, only a few
of these have been applied to dynamics studies of protein–RNA com-
plexes as indicated in the table.

Along with relaxation rates, measurements of RDCs, extend the
range of motional time-scales to the sub-micro/millisecond regime
[244,366,367]. Together these techniques allow a wide spectrum of
dynamical processes to be examined in conjunction with 3D struc-
tures in order to obtain a comprehensive picture of protein–RNA
interactions.

Dynamics studies are typically undertaken after the three
dimensional structures have been determined since the atomic
coordinates are required for determining parameters relating to
overall molecular motion in cases where it is not isotropic. The
same sample conditions employed in the structural studies are
therefore retained while carrying out the dynamics investigations.
Most of the experiments for dynamics studies were initially devel-
oped for application to the 1H–15N spin system in proteins. These
are readily adapted to isolated 1H–13C spin systems in proteins
and RNA. When applying to fully labeled systems, modifications
involving the use of shaped pulses for selective excitation and



Table 6
Overview of relaxation based experiments for dynamics studies of proteins and RNA.

Experiment Purpose Target nucleusa Labeling scheme Reference

Protein
R1 experiment

(inversion
recovery)

Quantitative analysis of fast motions
in ps–ns timescales at the target nucleus
site by model-free analysis or spectral
density mapping

15N backbone amide 15N labeled protein [365,436–438]
15N Asn, Gln sidechains 15N labeled protein [439,440]

R2 experiment
(CPMG fast pulsing)

13Ca backbone 15N/13C labeled or 15N/13C [441,442]
13C0 backbone isolated or fractional

labeled protein
[443,444]

R1q experiment
(high spin-lock
field)

13Cc Asp, Asn 15N/13C/2H(50%) labeled
protein

[445]

13Cd Glu, Gln sidechains
13C methyl sidechain 13C fractional or 13C

alternating/2H fractional
labeled protein

[446]

Heteronuclear NOE
experiment

2Ha backbone 15N/13C/2H labeled protein [447]
2H methyl, methylene,
methine sidechain

13C/2H random fractional
labeled protein

[446,448,449]

RNA
15N imino 15N labeled RNA [436–438,450]
13C aromatic, aliphatic 15N/13C labeled RNA [368,369,374,451,452]
2H aromatic, aliphatic 13C/2H random fractional

labeled RNA
[453]

31P phosphodiester backbone perdeuterated RNA [454]

Protein
R2 dispersion

experiment
(variation of CPMG
frequency)

Quantitative analysis of slow
motions in ls–ms
timescales at the target nucleus
site using analytical
expressions for various exchange
models or by
numerical integration of
Bloch–McConnell equations

15N backbone amide 15N labeled protein [358,364,376,378,
455–458]

15N Asn, Gln sidechains 15N labeled protein [459]
13Ca backbone 15N/isolated 13C labeled

protein
[364,460,461]

R1q dispersion
experiment
(variation of spin-
lock field
strength, offset or
both)

13C0 backbone 15N/13C labeled protein [462]
13C methyl sidechain 13C methyl labeled or

15N/isolated 13C labeled protein
[459,461,463]

1H backbone amide 15N labeled or 15N/2H
(high levels) labeled protein

[464–466]

RNA
13C aromatic, aliphatic 15N/13C labeled or 13C

alternate site labeled RNA
[368,369,380,467,468]

31P phosphodiester backbone unlabeled [469]

a Nuclei which have been employed as dynamics probes in protein–RNA complexes are indicated in bold type.
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the use of constant time chemical shift evolution periods are intro-
duced. In some cases, it becomes necessary to undertake special
13C labeling strategies, which avoid the presence of adjacent 13C la-
beled sites. Other considerations in experiments for dynamics
studies involve accurate temperature control. Most of the experi-
mental schemes involve the application of 180� pulses during the
relaxation interval which can be considerably long. Transverse
relaxation rate measurements involve the application of spin-lock
fields and CPMG pulse trains of long durations. These result in con-
siderable sample heating that can affect the dynamics measure-
ments since the rates are temperature dependent. Thus
temperature regulation throughout the measurement has to be en-
sured by employing compensating cycles which are introduced
during the interscan delay between free induction decays (FIDs).
In addition to temperature control, careful adjustment of water
suppression methods is necessary in order to avoid saturation
transfer from the water 1H spins. This necessitates the use of water
flip-back techniques and in some cases use of selective 1H 180�
pulses in the relaxation interval.

The significance and role of molecular motions in intermolecu-
lar recognition is best revealed from a comparison of protein and
RNA dynamics in the free and bound states. Detailed analysis of
relaxation rates in both protein and RNA in their free and bound
states, along with dynamics changes following binding have been
reported for two systems, human U1A protein interaction with
the 30 untranslated region (UTR) of its own pre-mRNA and VTS1p
sterile alpha motif (SAM) domain interaction with the smaug rec-
ognition element (SRE) stem-loop RNA [368–372]. Other studies
have examined dynamics in the free and RNA bound states of the
cleavage stimulation factor (Cstf-64) and the ribosomal protein
L11 [46,373]. Systematic characterization of RNA dynamics
changes that occur on binding of a ligand has been reported for
HIV-1 TAR RNA and HIV-2 TAR RNA binding to arginineamide
[374,375]. The findings from these studies reveal significant impli-
cations for molecular mobility in governing the mechanism, spec-
ificity and thermodynamical aspects of the interaction thereby
underscoring the importance of complementing structural studies
with investigations of molecular dynamics.

3.7.1. Protein dynamics
Comparison of molecular motions in the free and RNA bound

states of the human U1A protein has provided significant insights
into the role of dynamics in the recognition process [370]. U1A pro-
tein binds the 30 untranslated region (UTR)-RNA with high specific-
ity and the interaction involves an induced-fit mechanism.
Analysis of backbone 15N relaxation rates in the free U1A indicates
several residues at the RNA binding surface which have significant
Rex contribution to the transverse relaxation rates. On binding to
the RNA, the conformational fluctuations in the ls–ms timescale
at the binding surface are reduced significantly. In addition, analy-
sis of 2H relaxation in side-chain methyl groups indicate loss of ls–
ms motions on interaction with RNA. Conformational flexibility in
the free state allows various conformations to be sampled in order
to obtain an optimal conformation at the binding interface in the
complex. Reduced molecular mobility results from the formation
of a tightly packed interface where multiple intermolecular inter-



Fig. 29. Surface representation of U1A protein bound to RNA. U1A protein surface is colored in green and the RNA is in stick and colored in grey [2,3]. (A) Residues of U1A
protein [370] that become significantly more rigid in the complex (blue) cluster in two distinctive patches, at the intermolecular interface and the hydrophobic patch that
positions helix C. (B) Residues gaining significant flexibility in the complex (red) are found in the solvent exposed surface of helix C and in a solvent exposed patch on the edge
of the binding interface. Figures were generated with molmol [470]. Adapted from Ref. [370].
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actions ensure high specificity (Fig. 29). Clearly, this high specific-
ity accompanied by a loss of flexibility is achieved at a large entro-
pic cost. Interestingly, some residues at the edge of the protein–
RNA interface which are partially solvent exposed retain their con-
formational flexibility in the bound state. This preservation of flex-
ibility in regions of the interface which are less critical for
specificity, compensates to some extent the entropic penalty asso-
ciated with the loss of flexibility in residues which are crucial for
specificity.

The interaction of the two domain protein L11 with 23S-rRNA is
similar to U1A in that it occurs by an induced-fit mechanism [46].
The free protein shows considerable flexibility in the ps–ns time-
scales as indicated by the low S2 values observed for the residues
in the RNA binding loop region. Upon interaction with the RNA,
the binding region becomes more rigid and the dynamics becomes
similar to the rest of the C-terminal domain which carries the RNA
binding site. Also, RNA binding influences overall motion of the
two domains differently. While the domains tumble as a rigid unit
in the free state, RNA binding to the C-terminal domain results in
more freedom of movement in the N-terminal domain. This is in
agreement with the observation of different possible conforma-
tions in the N-terminal domain.

The interaction of the 64 kDa subunit of the Cstf-64 protein
with GU rich RNA sequences is in contrast to the above examples.
The interaction has a rather diffuse specificity since Cstf-64 does
not recognize a specific RNA sequence or consensus but binds
many GU rich RNA sequences. The dynamics profile determined
by 15N relaxation studies is also markedly different from those ob-
served in the above examples of highly specific interaction [373].
In the free state the protein is mostly uniformly rigid in the ps–
ns and ls–ms time scales. On binding to RNA however, there is
an overall increase in fast and slow time scale motions. In particu-
lar there is a significant decrease in S2 and large Rex contributions
observed at the RNA binding surface. Also there is a structural rear-
rangement involving unfolding of the C-terminal helix. In this case,
the binding interface retains a high degree of mobility in the com-
plex. A mobile interface maybe intrinsic to the functional require-
ment of Cstf-64 which binds many GU rich RNA sequences and yet
discriminates against other RNAs.

Our studies on VTS1p SAM domain interaction with SRE RNA is
another example of binding occurring without any conformational
changes in the protein and RNA. The interaction is mostly a shape
specific recognition and combines elements of sequence-specificity
and of non sequence-specificity [29]. VTS1p SAM domain recog-
nizes a general consensus sequence of the form XNGY(N) for the
RNA loop, where N is any nucleotide and X and Y form a Wat-
son–Crick base pair. Only the central G nucleotide and the shape
of the RNA fold induced by the base-pairing are specifically recog-
nized. Deletion of the nucleotide indicated in parentheses does not
alter binding affinity indicating that penta- or tetra loop RNAs can
bind to the VTS1p SAM domain. 15N relaxation studies of the back-
bone dynamics indicate that in its free state the VTS1p SAM do-
main is mostly rigid with no significant motion in the fast and
slow time scales [372]. This is consistent with the idea of a con-
formationally pre-organized binding surface on the protein which
can accommodate the RNA loop. On interaction with the CUGGC
loop of the SRE RNA, there is a decrease in S2 for a majority of
the residues indicating increased flexibility in the bound state.
The only residues which show an increase (or a negligible de-
crease) in S2 values all belong to the binding surface and are asso-
ciated with the specific recognition of the central G nucleotide in
the RNA loop. In contrast to the increased rigidity of residues in-
volved in specific interaction with the central G nucleotide, those
protein residues involved in non-specific interaction with other
nucleotides in the RNA loop show lower S2 values corresponding
to increased flexibility in the bound state (Fig. 30).

As in the case of ps–ns time scale motions, interaction with RNA
also results in an overall increase in ls–ms motions in most resi-
dues of the protein. The only exceptions are the residues in the
binding region which are involved in specific recognition of the
RNA which show none or negligible Rex contribution to relaxation.
The interface dynamics thus clearly indicates that sequence-spec-
ificity of recognition is accompanied by increased rigidity whereas
the parts interacting in a non-sequence-specific manner attain in-
creased flexibility on binding. Thus molecular motions play a role
in modulating the binding affinity for different combinations of
loop nucleotides allowing a general consensus sequence of the
form XNGY(N) for the RNA loop for the recognition of SRE RNA
by the VTS1p SAM domain.

Interaction by shape recognition has also been reported in the
binding of dsRNA to the Staufen protein [32]. This is a case of
non-sequence-specific recognition with no significant structural



Fig. 30. Representation of internal motion parameters for backbone 15N sites of VTS1p SAM [372] and aromatic 13C sites of SRE RNA [369] in the free and bound states. (A) S2,
(B) Rex for VTS1p SAM and (C) S2, (D) Rex for SRE RNA in the free state. (E) S2 and (F) Rex for both components in the bound state. Different scales are used since measurements
for VTS1p SAM domain and SRE RNA were carried out at 288 and 303 K respectively. Reproduced with permission from Ref. [372].
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reorganizations in the protein or the RNA upon binding. Studies of
the 3D structures and 1H–15N NOE measurements in the free and
bound states of the protein indicate that the RNA binding surface
is highly mobile in the free form and this flexibility is also retained
in the RNA bound state.

3.7.2. RNA dynamics
The interaction of the human U1A protein with the 30 UTR RNA is

one of the first examples where the role of RNA dynamics in pro-
tein–RNA recognition has been examined by relaxation studies
[368,371]. The RNA has two helical domains with an apical loop
and a seven nucleotide internal loop which defines the protein
binding surface. 13C relaxation studies at the aromatic and anomer-
ic sites in the different nucleotides clearly shows considerable
mobility in the free state of the RNA. Low S2 values indicating high
flexibility in the ps–ns time scale were observed in the loop resi-
dues, particularly those of the binding region. Some residues in
the loops have large Rex contributions to relaxation indicating the
presence of ls–ms timescale motions, which were analyzed quan-
titatively from the spin-lock field dependence of R1q rates. The only
nucleotide in the binding region which is relatively rigid is the one
which has a stacking interaction with the closing base-pair of the
upper helix. The binding loop of the RNA undergoes slow motion
at the hinges which connects it to the double helical stems. The res-
idues which bind most strongly with the protein undergo fast mo-
tion whereas the remaining residues in the loop which lack stacking
interactions exhibit motional freedom in fast and slow timescales.

On binding to the protein, a collective motion of the upper heli-
cal domain at a faster timescale relative to the overall motion of
the binding loop and the lower helix becomes apparent. This col-
lective motion is normally masked in the free RNA since it occurs
on a similar timescale to that of the overall tumbling of a small
RNA. Interaction with the protein quenches the fast and slow mo-
tions in the binding loop making it almost as ordered as the lower
helix. The exception is the closing base-pair of the upper helix and
the adjacent nucleotide in the binding loop which has stacking
interactions with it. The latter acts as a hinge point between the
two domains with different overall motions.

The interaction of the stem-loop SRE RNA with the VTS1p SAM
domain occurs through the CUGGC pentaloop. 13C relaxation stud-
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ies indicate that in the free RNA, the nucleotides which form a
base-pair within the loop, have small fast motion amplitudes very
similar to those observed in the stem region while the other nucle-
otides show considerable flexibility with large amplitude motions
in the ps–ns timescale [369]. The central G nucleotide which is spe-
cifically recognized by the protein has a fast motion amplitude that
is intermediate between that of the base-paired nucleotides and
the two highly flexible loop residues. The loop thus adopts a well
defined shape defined by the base-pair and aids in the shape spe-
cific recognition by the protein. The loop nucleotides and those of
the flanking base-pair also undergo slow motions in the ls–ms
timescale as indicated by the spin-lock field dependence of R1q
rates and the Rex parameters. The striking exception is the lack of
slow motions at the central G nucleotide, which is unusual for
one that is located in a loop.

Binding to the VTS1p SAM domain reduces the flexibility of the
nucleotide base of the central G nucleotide which makes maximum
contacts with the protein through the base moiety. The base-
paired nucleotides which contact the protein through the sugar–
phosphate backbone, shows reduced amplitudes of fast motion at
the anomeric sites and a slight increase in flexibility at the aro-
matic sites. The two loop nucleotides with high flexibility in the
free state have much more restricted motions in the bound state
since they also make contacts with the protein (Fig. 30). The stem
region on the other hand indicates an overall increase in fast mo-
tions, especially at the aromatic sites in the bound state. Also there
seems to be a net slow motion affecting the entire RNA in the
bound state suggesting the possibility of a collective motion within
the binding cavity of the protein.

3.7.3. Insights from dynamics studies
The nature of molecular motions, particularly at the binding

interface differs depending on the mechanism of protein–RNA
interaction. The free states of protein and RNA, which bind by an
induced fit, are characterized by highly mobile binding surfaces
which become ordered on complex formation. Increased mobility
in the free states allows different conformations to be sampled
so that an optimal arrangement of the binding surfaces can be
achieved so as to maximize the interface contacts. The observation
of ls–ms motions in the free states, particularly at the binding sur-
faces, favors the conformational selection mechanism in which
binding occurs between selected conformers from among several
conformational substates which exist in a dynamic equilibrium.
In a conformational selection process, binding is followed by a pop-
ulation distribution favoring the bound state conformations and
possible conformational rearrangements which would constitute
an induced fit process [357].

In shape specific recognition on the other hand, the free states
have relatively limited mobility, thus providing a conformationally
ordered surface for binding. This may also be viewed as a limiting
case of conformational selection, in which binding occurs between
the lowest energy conformations of the two interacting partners.

Regions of the binding interface associated with high specificity
of interaction become more rigid on binding while regions with
non sequence-specificity attains increased flexibility. This is per-
haps functionally relevant since non-sequence-specific interaction
requires nucleotides of different sizes and hydrogen bonding
strengths to be accommodated at the binding surface of the
protein.

Interestingly, complex formation sometimes results in in-
creased mobility at regions located away from the binding inter-
face. This seems to have implications for the thermodynamics of
the interaction. Highly specific interactions and the accompanying
rigidity results in a high entropic cost in complex formation. Flex-
ibility gain at other locations helps to offset the entropic cost
resulting from restricted mobility at the binding interface.
3.7.4. Future directions
From the few examples reported so far it is abundantly clear

that dynamics studies reveal important aspects of recognition that
would not have been accessible from structures alone. Almost all of
the protein dynamics publications have focused on the dynamics at
the amide 15N sites along the backbone. As revealed from the side-
chain dynamics studies in the U1A protein, more work needs to be
undertaken to examine dynamics in the protein side-chains. This is
especially relevant considering that much of the intermolecular
contacts are established through the side-chains.

Slower motions on the ls–ms timescales are biologically very
important because they are close to the time scales with which dock-
ing, folding, allosteric transitions, product release etc. take place and
are thus associated with functional processes. There have been sig-
nificant advances in the experimental characterization of slow mo-
tions in proteins involving a variety of nuclei as probes
[364,376,377]. In addition, new strategies for analysis of relaxation
dispersion data have been reported [378,379]. More recently, the
application of similar techniques to RNA have been reported [380].
Application of these methods to protein–RNA complexes can provide
far more insights into the complex conformational dynamics at pro-
tein–RNA interfaces which goes beyond a qualitative identification
of the presence of these motions inferred from the Rex parameter.

The measurements of RDCs in protein–RNA complexes to ex-
tract dynamics information will extend the dynamical time scales
which can be probed, by including the intermediate regime not
readily accessed by the techniques which probe fast and slow mo-
tions. While RDCs have been invaluable in defining molecular
structures, they also offer the possibility of examining domain ori-
entation changes induced on RNA binding in multi-domain RNA
binding proteins as evidenced from the studies in of the L11 pro-
tein. Interesting details of RNA dynamics are also accessible from
RDC measurements as shown in the work of Al-Hashimi
[367,381]. Most RNAs which interact with proteins have more
complex structures involving several helical stems and internal
loops. For instance, large amplitude motions of the helical domains
in HIV-1 TAR RNA which allows binding of diverse targets in the
bulge between helices have been revealed by RDC measurements
[382]. The bound state of the 30 UTR RNA has revealed domain mo-
tions following RNA binding [371] and newer methodologies based
on RDCs are most suited to examining these large scale motions.
4. NMR structures of protein–RNA complexes: what did we
learn from them?

4.1. Introduction

The protein–RNA structures solved by NMR provided significant
structural insights for understanding important biological pro-
cesses at the molecular level. Many of these structures were funda-
mental to deciphering the role of these interactions and to guiding
further studies and characterization of biological functions. Fur-
thermore, many of these interactions play an important role in dis-
ease related processes and thus protein–RNA structures can
provide templates for structure-based drug design. In particular,
NMR structures of protein–RNA complexes are fundamental to
understanding the molecular basis of the interaction between viral
proteins and RNAs, certain gene regulation mechanisms in pro-
karyotes, and many post-transcriptional gene regulation events
in eukaryotes.
4.2. Retroviral and bacteriophage protein–RNA complexes

Retroviruses include the HIV, the RSV, or the MoMuLV. The life
cycle of these viruses involves numerous protein–RNA interac-
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tions, especially the interaction between viral proteins and viral
RNAs. Structures of these complexes are crucial for understanding
the molecular basis of these interactions and hence for the struc-
ture-based design of drugs necessary for the development of
anti-retroviral therapies [383]. NMR has provided a major contri-
bution towards the understanding of viral protein–RNA interac-
tions. Indeed, 19 out of 22 structures of viral protein–RNA
complexes were solved by NMR [4,6,8,10–13,16,19,23,31,41–45].
Three types of viral protein–RNA complexes were studied: the
complexes between the viral protein Rev and its RNA target, the
RRE, involved in RNA export [6,16,19,41,42,44] ; the complexes be-
tween the viral protein Tat (trans-activator) protein and its RNA
target, the TAR (trans-activator response element), involved in
transcription regulation [8,11,23,31,43] ; the complexes between
the viral protein NC and its RNA target, the W-site, involved in
RNA packaging [4,10,12,13,45].

In addition, five NMR structures of a bacteriophage N protein–
BoxB RNA have been solved by NMR [7,9,15,24,33].

4.2.1. Viral NC–RNA complexes
The NC protein plays a critical role in viral replication and par-

ticipates in genome recognition and encapsidation. The recognition
of the viral genome is directed by the interaction between the NC
protein and a region of the unspliced viral RNA termed the W-site.
In most retroviruses, this W-site RNA is highly structured and is
composed of stem-loop structures (Fig. 31). The NC protein con-
tains one or two zinc–knuckle domains that are stabilized by one
atom of zinc and are responsible for RNA binding. The laboratory
of Summers solved eight NMR structures of a NC zinc–knuckle in
complex with RNA, four with dsRNA [4,10,12,45] and four with
ssRNA [13], that provide significant insights into the RNA genome
recognition and encapsidation of three different viruses, the Molo-
ney Murine Leukemia Virus, the Human Immunodeficiency Virus,
and the Rous Sarcoma Virus.

The MoMuLV W-site is a �370-nucleotide RNA fragment that
consists of a series of closely spaced stem-loops (Fig. 31, top). This
RNA fragment undergoes a monomer-dimer transition that is
important for encapsidation [384]. The structure of the MoMuLV
NC protein in its complex with a modified portion of this RNA that
remains monomeric but retains the dimeric base-pairing was
solved by NMR [10]. This structure shows that the NC protein binds
with high affinity and specificity to a UAUCUG sequence located in a
linker connecting two stem-loops. This UAUCUG sequence is in-
volved in base-pairing in the monomeric form of the RNA and can-
not bind the NC protein. A mechanism was therefore proposed
where genome packaging is regulated by a structural RNA switch,
in which NC binding sites are sequestered by base-pairing in the
monomeric form of the RNA and become exposed upon dimeriza-
tion to promote the encapsidation of the RNA. Chemical accessibil-
ity mapping showed that other segments of the W-site similar to
the UAUCUG segment are sequestered in the monomeric form
and become exposed in the dimeric form, including AACAGU,
CCUCCGU, and UUUUGCU [385]. The structures of the MoMuLV
NC protein with these three RNA segments were then solved [13]
indicating, together with isothermal titration calorimetry data, that
these three segments bind the NC protein with affinities similar to
the UAUCUG fragment. These structures allowed the definition of a
general mechanism for MoMuLV NC–RNA interaction.

In the case of HIV-1 packaging, the W-site is composed of a�120-
nucleotide segment that contains four stem-loops (SL1–SL4)
(Fig. 31, bottom). The structures of the HIV-1 NC protein in its com-
plexes with the SL2 and the SL3 stem-loops were solved by NMR
[4,12] and show that the HIV-1 NC protein specifically recognize
the GGUG (SL2) and GGAG (SL3) segment of the RNA loop. However,
in HIV-1, the structures of the NC-binding SL2 and SL3 stem-loops
appear to be present both in the monomeric and the dimeric form
of the RNA [384]. In this case, a model was proposed in which the
stem-loops recognized by the NC protein would serve as coopera-
tive packaging elements. In addition, the structure of the RSV NC
protein in complex with the RSV 82-nucleotide W-site was solved
by NMR and it was proposed that NC binding could potentially sta-
bilize an RNA structure that is favorable for encapsidation [45].

4.2.2. Viral Rev–RRE, Tat-TAR and bacteriophage N protein–BoxB RNA
complexes

The viral proteins Rev and Tat possess an arginine-rich motif
(ARM) responsible for RNA binding. In addition, similar ARMs are
found in bacteriophage proteins and are also responsible for RNA
binding. The N proteins of bacteriophages possess an N-terminal
ARM that binds its target RNA, the boxB RNA, and regulates tran-
scriptional anti-termination.

Sixteen structures of an ARM–RNA complex were solved by
NMR [6–9,11,15,16,19,23,24,31,33,41–44]. In all complexes, the
ARM peptide specifically binds the stem region of the RNA that
adopts a stem-loop structure. Although the amino acid sequences
of the ARMs are quite similar in all complexes, the ARM peptide
can adopt different structures when binding to the RNA, that is a
a-helical [6,7,9,15,16,24,33,41,44], a b-hairpin [8,11,23,31,43] or
an extended conformation [19,42] (Fig. 32). In all cases, the ARM
binds the major groove of the RNA stem but structural differences
could be observed (reviewed in [386]). The structural features of
the RNA stem drives the conformation adopted by the peptide. In
the cases of Tat-TAR complexes, the stem of the TAR RNA contains
a U-(A-U) base triple that induces a bend in the stem and a slight
widening of the major groove. This particular structural feature is
crucial for the binding of the peptide that adopts a b-hairpin struc-
ture and penetrates deeply into the major groove of the RNA
(Fig. 32, left) [8,11,23,31,43]. In contrast, the RRE RNA major
groove is largely widened by the presence of two purine mis-
matches. This widening is suitable for binding the Rev peptide that
adopts an a-helical conformation and that also deeply penetrates
into the major groove of the RNA (Fig. 32, middle) [6,16,41,44]. Fi-
nally, BoxB RNAs from bacteriophages adopt stem-loop structures
with regular A-form helix stems. In these cases, the major groove is
not widened and the ARM peptides bind at the surface of the major
groove (Fig. 32, right). In contrast to retroviral complexes, the spe-
cific recognition of the BoxB RNAs by the N peptides is not driven
by the stem structure but by specific contacts to the nucleotides of
the loop that adopts a GNRA stable tetraloop structure or a GNRA-
like structure [7,9,15,24,33]. In all complexes, the arginine residues
play a crucial role in RNA binding through hydrogen bonds to the
phosphate backbone atoms of the RNA or to the O6 and N7 of gua-
nines in the major groove.

4.3. Prokaryotic gene regulation

Bacteria have developed original systems for regulating their
gene expression that are not present in eukaryotes. These specific
regulations can occur at the transcriptional and the translational le-
vel. Understanding these regulations at a structural level is impor-
tant in order to develop new drugs for anti-bacterial treatments.
Out of 50 structures of bacterial protein–RNA complexes (excluding
ribosomal structures), four were solved by NMR and helped in the
understanding of bacterial gene regulation [34,36,40,47].

In bacteria, genes are often organized in operons, a cluster of
genes under the control of a single promoter. The genes included
in an operon are then transcribed together into an mRNA that is
in turn translated into different proteins. Transcription of operons
is highly regulated. One regulatory system consists of a termina-
tion/antitermination system (reviewed in [387]). Terminators are
specific structures present in the 30 end of mRNAs. A terminator
consists of a palindromic sequence that forms a stable stem-loop



Fig. 31. Viral NC protein–WRNA complexes. Top: The Moloney Murine Leukemia virus. The monomeric W RNA that is highly structured adopts different structural features
upon dimerization. The top left diagram indicates that the DIS-2 sequence dimerizes. The DIS-2 sequences from two different RNA molecules are colored black and light grey.
The dimerization leads to the exposure of RNA sequences specifically recognized by the NC protein [10,13]. Exposed sequences upon dimerization are colored red, orange,
magenta and cyan. The NC protein structure is colored green and coordinating zinc atoms are colored blue. Bottom: The human immunodeficiency virus. The W RNA is
composed of four stem-loops (SL1–SL4). The structures of the HIV-1 NC protein in complex with SL2 and SL3 are displayed [4,12]. The RNA, the NC protein, and the zinc atoms
are colored yellow, green and blue, respectively. Figures were generated with molmol [470].
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followed by a stretch of Us. Present models propose that the stem-
loop structure induces a pause of the RNA polymerase and that the
weak binding of the poly-U tail with its corresponding poly-A DNA
sequence causes a dissociation of the polymerase, releasing the
mRNA and terminating transcription. A terminator/anti-terminator
system implies that the region of the mRNA containing the termi-



Fig. 32. Structures of viral peptide–RNA complexes. Left: the Tat–TAR complex from the bovine immunodeficiency virus (BIV) [31]. Middle: the Rev–RRE complex from the
HIV [6]. Right: the N–BoxB complex from the bacteriophage P22 [7]. The RNA is shown as a stick structure and colored green and the proteins are colored red and magenta
with their N- and C-termini labeled. Figures were generated with molmol [470].
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nator site can adopt different structures, the terminator structure
suitable for transcription termination, and the anti-terminator
structure that prevents transcription termination. The anti-termi-
nator structure is driven by a small RNA sequence called RAT (ribo-
nucleic anti-terminator) that overlap the terminator palindromic
sequence and is stabilized by a family of bacterial proteins, the
transcriptional anti-terminator (AT) proteins that possess an RNA
binding domain called CAT (co-antiterminator). The structure of a
complex between the CAT domain of the LicT protein and a RAT
RNA was determined by NMR (Fig. 33, top) [40]. This structure ex-
plains how the CAT domain binds the RNA stem-loop and act as a
protein clamp that stabilizes the anti-terminator RNA hairpin and
prevents formation of the terminator hairpin, hence allowing the
transcription to proceed further through the following coding se-
quence of the operon.

Another interesting system found in bacteria for gene regula-
tion is a toxin/antitoxin system. Bacterial genomes often contain
operons that encode a toxin and an antitoxin (reviewed in [388]).
These toxin–antitoxin modules play an important role in cell
growth arrest and cell death upon bacterial stress. A subfamily of
bacterial toxins possesses RNase activity and cleaves mRNAs, thus
preventing protein translation. In contrast to most ribonucleases,
toxins are highly specific for their RNA targets. For example, the
toxin Kid cleaves specifically at the 50 side of an adenine in sin-
gle-stranded RNAs containing an UA(A/C) sequence. Using NMR
combined with docking approaches, a structural model of the
Kid–RNA complex has been proposed [47]. This structural model
allowed the definition of the Kid active site and a model for Kid
RNase activity was derived that is similar to other structurally
unrelated RNases.

At the translational level, bacteria also developed specific regu-
latory mechanisms. One example of translation repression in bac-
teria is when the ribosome binding site (RBS) that contains a
Shine–Dalgarno sequence on the mRNA is occluded by proteins
or base-pairing with non-coding RNAs (ncRNA) [389,390]. An illus-
tration of this mechanism concerns a family of RNA binding pro-
teins, the regulator of secondary metabolism (RsmA)/carbon
storage regulator (CsrA) that binds mRNAs at the RBS by specifi-
cally recognizing ANGGA sequences. Translation repression is then
released by ncRNAs containing multiple ANGGA motifs that bind
with high affinity to the RsmA/CsrA proteins and sequester them
away from the mRNA. The structure of RsmE, a member of the
RsmA/CsrA family, in complex with an RNA containing the
Shine–Dalgarno sequence was solved by NMR and provided struc-
tural insights into the regulation of bacterial translation initiation
(Fig. 33, bottom) [34]. The structure shows that the RNA adopts a
stem-loop structure and that the Shine–Dalgarno sequence is
sequestered by the protein, therefore preventing ribosome binding
to the mRNA.

4.4. Eukaryotic post-transcriptional gene regulation

RNA binding proteins are very abundant in eukaryotes (more
than 2% of the genome encode for RNA binding proteins). These
proteins are involved in a wide range of biological functions, nota-
bly in post-transcriptional gene regulation that include constitu-
tive and alternative splicing, polyadenylation, RNA editing, mRNA
export, mRNA stability, and translation regulation. All these biolog-
ical processes are highly regulated and misregulations of protein–
RNA interactions often lead to various diseases [391,392]. Out of 54
structures of eukaryotic protein–RNA complexes below 40 kDa, 20
were solved by NMR. These complexes can be subdivided depend-
ing on their biological implications in alternative splicing
[5,17,26,28,35,37], mRNA stability [2,18,21,29,30,38,39], RNA
localization [32], RNA export [22], ribosome biogenesis [1,20],
and microRNA biogenesis [25].

4.4.1. RNA binding domains
In contrast to viral or prokaryotic RNA binding proteins, most

eukaryotic RNA binding proteins are multi-module proteins con-
taining more than one RNA binding domain. In most cases, a
eukaryotic RNA binding protein possesses multiple copies of the
same RNA binding domain. The most common RNA binding do-
mains found in eukaryotes are the RNA Recognition Motif (RRM)
[393,394], the heterogeneous nuclear ribonucleoprotein K homol-
ogy (KH) domain [395], the double-stranded RNA binding domain
(dsRBD) [396], and the zinc-finger domain [397]. These RNA bind-
ing domains are generally rather small (below 20 kDa) and there-
fore highly suitable for NMR structure determination. For this
reason, NMR has contributed significantly to understanding how
these domains specifically bind to their RNA targets. Thirteen
RRM–RNA complexes [1,2,5,17,20,28,30,35,37,38], two dsRBD–
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Fig. 33. Bacterial protein–RNA complexes. Top: Structure of LicT in complex with an antiterminator stem-loop showing that the terminator sequence is sequestered by the
protein [40]. Left: secondary structure of the RNA used in the NMR study. The terminator sequence is bold, underlined and colored red. Right: Structure of the LicT CAT–RNA
complex. The protein dimer is colored blue and green. The nucleotides of the terminator sequence are colored red. Bottom: Structure of RSME in its complex with RNA
showing that the ribosome binding site is sequestered by the protein [34]. Left: secondary structure of the RNA used in the NMR study. The Shine–Dalgarno sequence is bold,
underlined and colored in red. Right: Structure of the RSME–RNA complex. The protein dimer is colored blue and green. The nucleotides of the Shine–Dalgarno sequence are
colored red. Figures were generated with molmol [470].
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RNA complexes [32,39], two zinc-finger–RNA complexes [18,22],
and one KH–RNA complex [26] structure have been solved by
NMR. In addition, three protein–RNA complexes involving other
less abundant RNA binding domains, such as the Sam domain
[21,29] and the PAZ domain [25], have been solved by NMR.

The RRM is a very abundant domain often found in multiple
copies in RNA binding proteins [393,394]. This domain is com-
posed of about 100 amino acids and adopts a babbab fold orga-
nized in a four-stranded b-sheet packed with two a-helices on
one side. The different structures of RRM–RNA complexes show
that RRMs bind RNA mainly through their solvent accessible b-
sheet surface. These structures explain the structural basis of
RNA specific recognition by this domain and provide important in-
sights into the versatility of this domain for RNA binding
[1,2,5,17,20,28,30,35,37,38]. RRMs can bind single-stranded RNA
sequences (Fig. 34A) [5,17,28,30,37], RNA embedded in stem-loop
structures (Fig. 34B) [1,20,35] or stems containing an internal loop
(Fig. 34C) [2,38]. In the case of dsRNA binding, RRMs often bind so-
lely and specifically to the loop sequence [1,2,20,38] using their b-
sheet surface. In the case of the RBMY (RNA binding motif gene on
chromosome Y) protein, however, it was shown that, in addition to
the sequence-specific recognition of the loop by the b-sheet, a loop
of the RRM also inserts into the major groove of the stem in a
shape-specific manner (Fig. 34D) [35]. Generally, RRMs can recog-
nize specifically between two and four nucleotides on their b-sheet
surface. In some cases, RRMs also use additional regions (mainly
loops) to bind specifically more nucleotides. For example, the
RRM of the protein Fox-1 binds specifically seven nucleotides,
three nucleotides being bound by the canonical b-sheet surface
and four nucleotides being bound by three loops (Fig. 34A) [5]. In
addition, a sub-family of RRMs, the qRRMs (quasi RNA recognition
motifs) recognizes specifically its RNA target using solely three
loops while the b-sheet surface is not involved in binding
(Fig. 34E) [14]. Finally, in the cases of proteins containing multiple
RRMs, it was shown that two consecutive RRMs are able to bind
cooperatively one RNA molecule, creating a molecular clamp
around the RNA (Fig. 34B and F) [1,20,30] (Inoue et al., unpub-
lished). Altogether, these structures demonstrate that RRMs bind
RNA in a sequence-specific fashion by recognizing mainly func-
tional groups of the bases.

The dsRBD is also a common RNA binding domain that binds
double-stranded regions of RNAs [396]. This domain adopts an
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abbba fold with two a-helices packing on one side of a three-
stranded b-sheet. Two structures of a dsRBD in complex with
dsRNA were solved by NMR and provided structural insights into
the RNA recognition by dsRBDs (Fig. 34G) [32,39]. The first NMR
structure of a dsRBD in complex with RNA was solved in 2000
[32]. Interestingly, since there is no specificity of interaction, the
dsRNA was artificially designed. A highly stable and well-charac-
terized loop, which is not involved in binding, was used to stabilize
the double-helical region and the nucleotide composition of the
stem was designed to be fully symmetrical to simplify the NMR
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spectral analysis. For the first time, orientational restraints derived
from RDCs, measured on both protein and RNA, were used in the
structure determination of a protein–RNA complex. This structure
confirms the features of the dsRBD–dsRNA interaction that were
initially identified by X-ray crystallography [338]. In both cases,
an artificial dsRNA was used for the structure determination and
the recognition was found not to be sequence specific. In 2004, an-
other dsRBD–dsRNA structure was solved by NMR using for the
first time a natural RNA sequence [39]. In this case, the dsRBD of
the Rnt1p protein recognizes specifically a stem-loop structure
containing an AGNN tetraloop [398]. The structure shows that
the fold and not the sequence of the AGNN tetraloop is specifically
recognized by the dsRBD.

The zinc-finger domain is a well-known domain present in tran-
scription factors that is involved in DNA binding. However, a sub-
class of zinc-fingers has been shown to bind specifically to RNA
molecules [397]. The zinc-finger domain is a small domain of
approximately 30 amino acids that is stabilized by one atom of zinc
coordinated by four amino acids of the protein (cysteines or histi-
dines) and adopts a bba-fold. Two NMR structures of a zinc-finger–
RNA complex were solved by NMR and provided insights into the
specific RNA recognition by this domain (Fig. 34H and I) [18,22].
The protein TIS11d possesses a TZF (tandem zinc-finger) composed
of two CCCH zinc-fingers and involved in binding AU-rich element
(ARE) RNA. The structure of the TIS11d TZF in its complex with a 50-
UUAUUAUU-30 RNA was solved by NMR [18]. This structure pro-
vided the first structural insights into single-stranded RNA recogni-
tion by zinc-finger domains. The structure of a portion of TFIIIA in
complex with a dsRNA was also solved by NMR [22]. TFIIIA con-
tains nine zinc-fingers but zinc-fingers 4–6 are sufficient to bind
a 55-nucleotide portion of the 5S ribosomal RNA. The NMR struc-
ture is similar to the X-ray structure of the same complex solved
previously [332].

The KH domain is also a common RNA binding domain in
eukaryotes. It consists of approximately 70 amino acids, adopts a
baabba-fold in eukaryotes, and specifically binds single-stranded
RNAs [395]. The STAR (signal transduction and activation of RNA)
family of proteins are unique among the RNA binding proteins be-
cause they possess an extended KH fold, comprising a central KH
domain flanked by two conserved sequences, the NK (N-terminal
of KH) and the CK (C-terminal of KH) sequences [399]. The protein
SF1 is a member of the STAR family of proteins and possess a KH
domain extended by a conserved CK sequence necessary for RNA
binding. The structure of SF1 KH-CK in complex with a 50-UAU-
ACUAACAA-30 RNA was solved by NMR (Fig. 34J) [26]. Although a
structure of a KH domain in complex with RNA was solved previ-
ously [400], this NMR structure is the first one, and is still the only
one, describing how an extended KH domain from a STAR protein
binds to RNA. The CK domain was shown to participate in the RNA
binding, increasing the affinity of the protein for the RNA.

The SAM (sterile alpha motif) domain is a protein domain that is
generally involved in protein–protein interactions [401]. However,
it was shown that in certain proteins, such as Saccharomyces cere-
visiae Vts1p or Drosophila melanogaster Smaug, SAM domains can
also bind RNA [402]. The RNA sequence specifically recognized
by Vts1p and Smaug was called SRE (Smaug Recognition Element)
and consists of a stem-loop. The NMR structure of Vts1p SAM do-
main in complex with SRE RNA was solved independently and
simultaneously by two groups (Fig. 34K) [21,29], together with
an X-ray structure [402]. In addition the structures of the free
SAM domain and of the free SRE RNA were solved by NMR [29].
A comparison of the structures free and bound showed that bind-
ing occurs via a rigid body fit mechanism. These structures also
show that the SAM domain recognizes RNA in a shape-specific
rather than sequence specific manner.
The PAZ (named after the proteins Piwi Argonaut and Zwille)
domain is an RNA binding domain found in Argonaute and some
Dicer proteins involved in small interfering RNA (siRNA) biogene-
sis, adopts a baabbbbabbb-fold and binds single-stranded RNA or
RNA duplexes with a single-stranded 30-overhang [403,404]. The
NMR structure of the Argonaute 2 PAZ domain in complex with a
single-stranded RNA (Fig. 34L) [25], together with the X-ray struc-
ture of the Argonaute 1 PAZ domain in complex with an RNA du-
plex containing a 30-overhang [405] showed that the PAZ domain
interacts solely with the 30 overhang and that the recognition of
the 30 end of the RNA is achieved by steric exclusion because the
structure cannot accommodate an extension of the phosphate
backbone.

All the NMR structures of eukaryotic protein–RNA complexes
were crucial to understand how proteins or protein domains spe-
cifically recognize their RNA targets, in a shape-specific or in a se-
quence-specific manner. For many years, RNA molecules,
especially mRNAs were considered as passive molecules. More re-
cently, it has been demonstrated that post-transcriptional gene
regulations are at as important and possibly more important than
transcription regulations. However, the main pathways governing
these regulations remain to be elucidated. It is now clear that
numerous RNA binding proteins play an important role in many
cellular functions.

Structures of protein–RNA complexes provide the structural
template required to understand the RNA recognition code that
could be used to predict the RNA sequence bound by a certain pro-
tein, solely based on its amino acid sequence. The definition of such
a code could be used to predict the functions of the numerous RNA
binding proteins with unknown functions, and to design specific
RNA binders to inhibit protein–RNA interactions. Several surveys
of protein–RNA structures have attempted to understand the
RNA recognition code [77,406,407]. These surveys identified
numerous general features governing protein–RNA interactions,
but also highlighted how this code seems to be highly complex
and influenced by numerous parameters, such as the RNA second-
ary and tertiary structures, the cooperative binding of multiple
RNA binding domains from a single RNA binding protein, or the
competition of different RNA binding proteins for a same RNA
binding site. Therefore, deciphering a code for protein–RNA recog-
nition and its implication in post-transcriptional gene regulation
will require further structural studies of such complexes, and re-
cent advances in RNA and protein labeling (see Sections 2.2 and
2.3) and NMR methodologies (see Section 3.0) will be very useful,
especially for studying molecular protein assembly onto RNA mol-
ecules that will require the study of multi-molecular complexes of
high molecular weight.
4.4.2. Mechanistic insights provided by protein–RNA structures
Structural studies of protein–RNA complexes have provided in-

sights into the mechanisms that control post-transcriptional gene
regulation. For example, PTB is a general splicing repressor that
contains four RNA binding domains of the RRM type and recog-
nizes specifically RNA sequences rich in pyrimidines. NMR studies
of PTB in complex with a CUCUCU RNA showed that each RRM is
capable of binding RNA, and the structures of each RRM in complex
with CUCUCU was solved [28,72]. Interestingly, it was shown that,
while PTB RRM1 and RRM2 are independent in solution, PTB RRM3
and RRM4 interact with each other and have a fixed orientation
relative to one another. The structure of PTB RRM34 in complex
with RNA showed that two molecules of RNA are bound and are lo-
cated on opposite sides of the structure indicating that PTB RRM34
can bind a single RNA sequence only if two pyrimidine tracts are
separated by a linker of at least 15 nucleotides (Fig. 35). This
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unprecedented structural feature suggested that PTB can repress
alternative splicing by looping out specific exons. PTB RRM1,
RRM2 and RRM3 can bind a polypyrimidine tract upstream of an
alternative exon while RRM4 can bind a polypyrimidine tract lo-
cated downstream of this exon. The domain organization of PTB
RRM34 will therefore loop out the alternative exon and induce
its exclusion. This proposed model is consistent with biochemical
data of various alternative splicing events, such as the GABA-c2
exon 9 repression [408] or the c-src N1 exon [409]. This model
was recently confirmed using a combination of fluorescence reso-
nance energy transfer (FRET) and NMR [410].
' '
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Fig. 36. Model of polyadenylation repression by U1A [38]. Left: schematic diagram of the
trimolecular complex between the PIE RNA (stick structure colored yellow) and two U1
helix (colored red) recruits PAP. Figures were generated with molmol [470].
Another example for which NMR studies of protein–RNA has
provided mechanistic functional insights concerns the NMR struc-
ture of hnRNP F in its complex with G-tract RNA [14]. This protein
contains three RNA binding domains denoted qRRM and specifi-
cally recognizes single-stranded RNA containing a G-tract (3 or
more consecutive guanines) [73,411]. The NMR structures of the
three qRRMs of hnRNP F were recently solved and they explain
how three consecutive guanines are specifically recognized by
the qRRM [14]. This NMR study also demonstrated that G-tract
RNAs are often structured in solution and that qRRM binding pre-
vents RNA structure formation. Together with alternative splicing
RNA used in the NMR study. The U1A binding sites are circled. Right: structure of the
A molecules (ribbon structure colored blue and green). The dimerizing C-terminal
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assays on a natural substrate showing that a single qRRM is suffi-
cient for splicing regulation, a mechanistic model was proposed in
which hnRNP F could regulate alternative splicing by remodeling
RNA structures [14].

4.4.3. Structural insights into macromolecular assemblies
The molecular mechanisms that govern most post-transcrip-

tional gene regulations are still poorly understood. These regula-
tions involve mainly the binding of RNA binding proteins (trans-
acting factors) that specifically recognize short RNA sequences
(cis-acting elements). Some proteins act generally as post-tran-
scriptional activators, others act as repressors, while some can
act both as repressor and activator depending on the mRNA target.
An mRNA contains numerous cis-acting elements bound by many
proteins and the fate of the mRNA highly depends on which pro-
teins bind cis-acting elements in specific tissues or at certain
developmental stages. Current views suggest that numerous RNA
binding proteins may compete to enhance or inhibit the use of a
specific cis-acting element. Post-trancriptional gene regulation is
therefore often modulated by the relative concentrations of these
proteins in the nucleus. This modulation is achieved in different
manner. Some proteins may be expressed only at certain stages
of the development or only in specific tissues. Alternatively, the
nuclear localization of these proteins can be regulated by post-
translational modifications, such as phosphorylation, that affect
the distribution of these factors between the nucleus and the cyto-
plasm. Finally, post-transcriptional gene regulation is often con-
trolled by the binding of trans-acting factors that recruit other
proteins, such as spliceosomal components in the case of alterna-
tive splicing or enzymes in the case of mRNA polyadenylation.
These protein molecular assemblies onto the pre-mRNA are very
important and it is therefore crucial to understand them at a struc-
tural level. The major difficulty in studying such assemblies by
NMR is that it involves many molecules interacting with each other
thus increasing significantly the molecular weight of such macro-
molecular complexes. However, recent developments in NMR
methodologies (see Section 3.4.3) should allow such studies in
the future.

In some cases, NMR structures of protein–RNA complexes have
provided valuable insights into the understanding of such molecu-
lar assemblies onto the mRNA. For example, NMR studies of the
protein U1A in complex with its target RNA led to a model for pol-
yadenylation repression. U1A is a spliceosomal protein that is also
involved in polyadenylation regulation by preventing the forma-
tion of the poly(A) tail of its own mRNA through binding an RNA
sequence in the 30 UTR, called the polyadenylation inhibition ele-
ment (PIE), located at a conserved distance from the polyadenyla-
tion site [412,413]. Two molecules of U1A bind cooperatively the
PIE element via their N-terminal RRMs. Inhibition of polyadenyla-
tion is achieved by a repressive interaction between U1A and the
poly(A) polymerase (PAP). Residues of U1A important for PAP bind-
ing are adjacent to the N-terminal RRM domain. Two NMR struc-
tures of U1A N-terminal RRM in its complex with the PIE RNA
led to a model for U1A–PAP complex formation [2,38]. The struc-
ture of the trimolecular complex between the PIE RNA and two
molecules of U1A showed that upon RNA binding, U1A homodi-
merizes through an a-helix located at the C-terminus of the RRM
(Fig. 36) [38]. Using EMSA, the authors showed that the spacing be-
tween the two U1A binding sites is optimal in the natural RNA se-
quence for inducing the dimerization of U1A. The dimerization
involving the C-terminal helix, brings the PAP interacting regions
into close proximity and on the same side of the structure. The con-
formation of the proteins observed in the NMR structure is optimal
for binding PAP and therefore to repress polyadenylation. Similar
to this study of the binding of two U1A molecules to its own 30

UTR, more examples of assembly of multiple proteins on RNA are
likely to be studied in the future in order to understand post-tran-
scriptional regulatory processes with NMR as the primary method
of investigation.

5. Conclusion

We now arrive at the end of this extensive review that describes
the achievement over the last fifteen years in the field of NMR
structure determination of protein–RNA complexes. Unlike other
structural biology areas, the number of structures has increased
only linearly when one might have expected an exponential in-
crease. Although, NMR is certainly today a mature method for solv-
ing the structures of most protein–RNA complexes below 20 kDa,
every structure determination of such a complex is still a challenge
in itself. Although this field has benefited tremendously from the
technological development in the field of NMR such as high sensi-
tivity, RDCs, fast computing, or semi-automated protein structure
determination, solving a protein–RNA complex by NMR still re-
quires significant manual intervention and the need to master
the spectroscopy of both the protein and the RNA components.
However, as hopefully shown here, it is very clear that NMR spec-
troscopy has now been shown to be a very competitive method for
investigating the structures of protein–RNA complexes. Not only
will more protein–RNA complex structures be determined in the
near future but NMR will be particularly useful for investigating
how several RNA binding proteins assemble or compete for binding
RNA. Protein–RNA interactions being at the heart of every molecu-
lar mechanisms controlling post-transcriptional gene expression,
we have in front of us as biomolecular NMR spectroscopists an infi-
nite and very attractive field of study for decades to come.

6. Note added in proof

After the revision process of this review, three additional pro-
tein–RNA complexes were published. The 34 kDa ternary complex
of the two RRM domains of Hrp1 and the RRM of Rna15 bound to
RNA provide insights into 3’-processing of mRNA in yeast [471].
The structure of the human PHAX-RBD in complex with a 4 nt
RNA revealed a novel RNA binding motif and lead to a model of
snRNA export [472]. A structure of HIV TAR RNA in complex with
an extended designed cyclic peptide with improved affinity dis-
plays a larger interaction site and gives clues for further improve-
ment of those antiviral leads [473]. In addition, a fast, efficient and
sequence-independent method for multiple segmental isotope
labeling of RNA has been published [474]. In contrast to previously
reported methods, there are no sequence requirements and up to
10-fold higher yields can be obtained.
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Glossary of terms as used in this paper

30UTR: 30 untranslated region
AMBER: assisted model building with energy refinement
ARE: AU-rich element
ARM: arginine-rich motif
ASF/SF2: alternative splicing factor/splicing factor 2
ATNOS: automated NOESY peak picking
CANDID: combined automated NOE assignment and structure determination
CAT: co-antiterminator
CHARMM: chemistry at Harvard macromolecular mechanics
CLIP UV cross-linking and immuno-precipitation assay
CNS: crystallography and NMR system
COSY: correlation spectroscopy
CPMG: Carr-Purcell-Meiboom-Gill
CsrA: carbon storage regulator A
Cstf: cleavage stimulation factor
CUG-BP1: CUG binding protein 1
CYANA: combined assignment and dynamics algorithm for NMR applications
DHPC: dihexanoyl-phosphatidylcholine
DMPC: dimyristoyl-phosphatidylcholine
DNA: deoxyribonucleic acid
DQF-COSY: double quantum filter COSY
dsRBD: double- stranded RNA binding domain
dsRNA: double-stranded RNA
DYANA: dynamics algorithm for NMR applications
E. coli: Escherichia coli
EMSA: electrophoretic mobility shift assay
FID: free induction decay
FPLC: fast protein liquid chromatography
FRET: fluorescence resonance energy transfer
GB: generalized-Born
GB1: streptococcal B1 immunoglobulin-binding domain of protein G
Glms ribozyme: glucosamine-6-phosphate activated ribozyme
GMP: guanine monophosphate
GST: glutathione S-transferase
HADDOCK: high ambiguity driven docking
hcnA: gene encoding for hydrogen cyanide synthase subunit A
HDV: hepatitis delta virus
HETCOR: heteronuclear correlation
HIV: human immunodeficiency virus
HMBC: heteronuclear multiple bond correlation
HMQC: heteronuclear multiple quantum correlation
hnRNP: heterogeneous nuclear ribonucleoprotein
HPLC: high performance liquid chromatography
HSQC: heteronuclear single quantum correlation
HTLV: human T-cell leukemia virus
IPAP: in-phase/anti-phase
IPTG: isopropyl b-D-thiogalactopyranoside
ITC: isothermal titration calorimetry
Kd: dissociation constant
kDa: kilodalton
kex: exchange rate
KH: heterogeneous nuclear ribonucleoprotein (hnRNP) K homology
MBP: maltose binding protein
MMDG: metric matrix distance geometry
MoMuLV: Moloney murine leukemia virus
MQ: multiple quantum
mRNA: messenger RNA
MTSL: (1-oxyl-2,2,5,5-tetramethylpyrroline-3-methyl)-methanethiosulfonate
MWCO: molecular weight cut-off
NC: nucleocapsid
NMR: nuclear magnetic resonance
NOE: nuclear Overhauser effect
NOESY: nuclear Overhauser effect spectroscopy
nt: nucleotide
NTP: nucleoside triphosphate
OD: optical density
OPLS: optimized potentials for liquid simulations
PAGE: polyacrylamide gel electrophoresis
PAP: poly(A) polymerase
PAZ: Piwi Argonaut and Zwille
PCR: polymerase chain reaction
PDB: protein data bank
PIE: polyadenylation inhibitory element
PNK: polynucleotide kinase
ppm: part per millions
PRE: paramagnetic relaxation enhancement
Prp24: precursor RNA processing 24
PTB: polypyrimidine tract binding protein
qRRM: quasi RNA recognition motif
RAT: ribonucleic anti-terminator
RBD: RNA binding domain
RBMY: RNA-binding motif gene on Y chromosome
RBP: RNA binding protein
RBS: ribosome binding site
rCSA: residual chemical shift anisotropy
RDC: residual dipolar coupling
Rev: regulation of viral expression
RMSD: root mean square deviation
RNA: ribonucleic acid
RNase: ribonuclease
RRE: Rev response element
RRM: RNA recognition motif
rRNA: ribosomal RNA
RsmE: regulator of secondary metabolism E
RSV: rous sarcoma virus
SA: simulated annealing
SAIL: tereo-array isotope labeling
SAM: sterile alpha motif
SANDER: simulated annealing with NMR-derived energy restraints
SAXS: small angle X-ray scattering
SELEX: systematic evolution of ligands by exponential enrichment
SET: solubility enhancement tag
SF1: splicing factor 1
SIA: scaffold-independent analysis
siRNA: small interfering RNA
SPR: surface plasmon resonance
SRE: smaug recognition element
ssRNA: single-stranded RNA
STAR: signal transduction and activation or RNA
TAD: torsion angle dynamics
TAR: trans-activator response element
Tat: trans-activator
Tev: tobacco etch virus
TFIIIA: transcription factor IIIA
TOCSY: total correlation spectroscopy
tRNA: transfer RNA
TROSY: transverse relaxation optimized spectroscopy
TZF: tandem zinc-finger
UV: ultraviolet
VS: neurospora varkud satellite
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